# Are the eigenvalues of the B-spline isogeometric analysis approximation of $-\Delta u=\lambda u$ known in almost closed form? 
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## Summary

We consider the B-spline isogeometric analysis approximation of the Laplacian eigenvalue problem $-\Delta u=\lambda u$ over the $d$-dimensional hypercube $(0,1)^{d}$. By using tensor-product arguments, we show that the eigenvalue-eigenvector structure of the resulting discretization matrix is completely determined by the eigenvalue-eigenvector structure of the matrix $L_{n}^{[p]}$ arising from the isogeometric analysis approximation based on B-splines of degree $p$ of the unidimensional problem $-u^{\prime \prime}=\lambda u$. Here, $n$ is the mesh fineness parameter, and the size of $L_{n}^{[p]}$ is $N(n, p)=n+p-2$. In previous works, it was established that the normalized sequence $\left\{n^{-2} L_{n}^{[p]}\right\}_{n}$ enjoys an asymptotic spectral distribution described by a function $e_{p}(\theta)$, the so-called spectral symbol. The contributions of this paper can be summarized as follows:

1. We prove several important analytic properties of the spectral symbol $e_{p}(\theta)$. In particular, we show that $e_{p}(\theta)$ is monotone increasing on $[0, \pi]$ for all $p \geq 1$ and that $e_{p}(\theta) \rightarrow \theta^{2}$ uniformly on $[0, \pi]$ as $p \rightarrow \infty$.
2. For $p=1$ and $p=2$, we show that $L_{n}^{[p]}$ belongs to a matrix algebra associated with a fast unitary sine transform, and we compute eigenvalues and eigenvectors of $L_{n}^{[p]}$. In both cases, the eigenvalues are given by $e_{p}\left(\theta_{j, n}\right)$, $j=1, \ldots, n+p-2$, where $\theta_{j, n}=j \pi / n$.
3. For $p \geq 3$, we provide numerical evidence of a precise asymptotic expansion for the eigenvalues of $n^{-2} L_{n}^{[p]}$, excluding the largest $n_{p}^{\text {out }}=p-2+$ $\bmod (p, 2)$ eigenvalues (the so-called outliers). More precisely, we numerically show that for every $p \geq 3$, every integer $\alpha \geq 0$, every $n$, and every $j=$ $1, \ldots, N(n, p)-n_{p}^{\text {out }}$,

$$
\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)=e_{p}\left(\theta_{j, n}\right)+\sum_{k=1}^{\alpha} c_{k}^{[p]}\left(\theta_{j, n}\right) h^{k}+E_{j, n, \alpha}^{[p]}
$$

where

- the eigenvalues of $n^{-2} L_{n}^{[p]}$ are arranged in ascending order, $\lambda_{1}\left(n^{-2} L_{n}^{[p]}\right)$ $\leq \ldots \leq \lambda_{n+p-2}\left(n^{-2} L_{n}^{[p]}\right)$;
- $\left\{c_{k}^{[p]}\right\}_{k=1,2, \ldots}$ is a sequence of functions from $[0, \pi]$ to $\mathbb{R}$, which depends only on $p$;
- $h=1 / n$ and $\theta_{j, n}=j \pi h$ for $j=1, \ldots, n$; and
- $E_{j, n, \alpha}^{[p]}=O\left(h^{\alpha+1}\right)$ is the remainder, which satisfies $\left|E_{j, n, \alpha}^{[p]}\right| \leq C_{\alpha}^{[p]} h^{\alpha+1}$ for some constant $C_{\alpha}^{[p]}$ depending only on $\alpha$ and $p$.

We also provide a proof of this expansion for $\alpha=0$ and $j=1, \ldots, N(n, p)-$ ( $4 p-2$ ), where $4 p-2$ represents a theoretical estimate of the number of outliers $n_{p}^{\text {out }}$.
4. We show through numerical experiments that, for $p \geq 3$ and $k \geq 1$, there exists a point $\theta(p, k) \in(0, \pi)$ such that $c_{k}^{[p]}(\theta)$ vanishes on $[0, \theta(p, k)]$. Moreover, as it is suggested by the numerics of this paper, the infimum of $\theta(p, k)$ over all $k \geq 1$, say $y_{p}$, is strictly positive, and the equation $\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)=$ $e_{p}\left(\theta_{j, n}\right)$ holds numerically whenever $\theta_{j, n}<\theta(p)$, where $\theta(p)$ is a point in ( $0, y_{p}$ ] which grows with $p$.
5. For $p \geq 3$, based on the asymptotic expansion in the above item 3 , we propose a parallel interpolation-extrapolation algorithm for computing the eigenvalues of $L_{n}^{[p]}$, excluding the $n_{p}^{\text {out }}$ outliers. The performance of the algorithm is illustrated through numerical experiments. Note that, by the previous item 4 , the algorithm is actually not necessary for computing the eigenvalues corresponding to points $\theta_{j, n}<\theta(p)$.
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## 1 | INTRODUCTION

Isogeometric analysis ( $\operatorname{IgA}$ ) is a modern paradigm for analyzing problems governed by partial differential equations (PDEs); see the work of Cottrell et al. ${ }^{1}$ Due to its capability to enhance the connection between numerical simulation and computer-aided design (CAD) systems, IgA is gaining more and more attention over time. In particular, the spectral investigation of matrices arising from the IgA discretization of PDEs has become a topic of interest in the scientific community, mainly due to the superiority of IgA over the classical finite element analysis (FEA) in approximating the spectrum of the underlying differential operator. ${ }^{2-6}$ It is also worth recalling that recent spectral distribution results for IgA discretization matrices ${ }^{7-13}$ turned out to be the keystone for designing fast IgA solvers. ${ }^{14-16}$
In the present paper, motivated by the aforesaid interest, we perform a detailed spectral analysis of the matrices arising from the B-spline IgA discretization of the Laplacian eigenproblem $-\Delta u=\lambda u$. Our main results, which will be detailed in Section 1.2, complement those of other works ${ }^{7-13}$ and deliver a fast (parallel) interpolation-extrapolation algorithm for computing the eigenvalues of the considered IgA matrices.

## 1.1 | Problem setting

Consider the one-dimensional Laplacian eigenvalue problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}(x)=\lambda u(x), \quad x \in(0,1),  \tag{1}\\
u(0)=u(1)=0 .
\end{array}\right.
$$

The corresponding weak formulation reads as follows: Find eigenvalues $\lambda \in \mathbb{R}^{+}$and eigenfunctions $u \in H_{0}^{1}(0,1)$ such that, for all $v \in H_{0}^{1}(0,1)$,

$$
\mathrm{a}(u, v)=\lambda(u, v),
$$

where

$$
\mathrm{a}(u, v)=\int_{0}^{1} u^{\prime}(x) v^{\prime}(x) \mathrm{d} x, \quad(u, v)=\int_{0}^{1} u(x) v(x) \mathrm{d} x .
$$

In Galerkin's method, we choose a finite-dimensional vector space $\mathscr{W} \subset H_{0}^{1}(0,1)$, we set $N=\operatorname{dim} \mathscr{W}$, and we look for approximations of the exact eigenpairs

$$
\begin{equation*}
\lambda_{j}=j^{2} \pi^{2}, \quad u_{j}(x)=\sin (j \pi x), \quad j \geq 1, \tag{2}
\end{equation*}
$$

by solving the following Galerkin problem: Find $\lambda_{j, \mathscr{W}} \in \mathbb{R}^{+}$and $u_{j, \mathscr{W}} \in \mathscr{W}$, for $j=1, \ldots, N$, such that, for all $v \in \mathscr{W}$,

$$
\begin{equation*}
\mathrm{a}\left(u_{j, \mathscr{W}}, v\right)=\lambda_{j, \mathscr{W}}\left(u_{j, \mathscr{W}}, v\right) \tag{3}
\end{equation*}
$$

Assuming the numerical eigenvalues $\lambda_{j, \mathscr{W}}$ are arranged in ascending order, the pair ( $\lambda_{j, \mathscr{W}}, u_{j, \mathscr{W}}$ ) is taken as an approximation of the pair $\left(\lambda_{j}, u_{j}\right)$ for all $j=1, \ldots, N$. The numbers $\lambda_{j, \mathscr{W}} / \lambda_{j}-1, j=1, \ldots, N$, are referred to as the (relative) eigenvalue errors. If $\left\{\varphi_{1}, \ldots, \varphi_{N}\right\}$ is a basis of $\mathscr{W}$, in view of the canonical identification between each $v \in \mathscr{W}$ and its coefficient vector with respect to $\left\{\varphi_{1}, \ldots, \varphi_{N}\right\}$, solving the Galerkin problem (3) is equivalent to solving the generalized eigenvalue problem

$$
\begin{equation*}
K \mathbf{u}_{j, \mathscr{W}}=\lambda_{j, \mathscr{W}} M \mathbf{u}_{j, \mathscr{W}}, \tag{4}
\end{equation*}
$$

where $\mathbf{u}_{j, \mathscr{W}}$ is the coefficient vector of $u_{j, \mathscr{W}}$ with respect to $\left\{\varphi_{1}, \ldots, \varphi_{N}\right\}$ and

$$
\begin{align*}
& K=\left[\mathrm{a}\left(\varphi_{j}, \varphi_{i}\right)\right]_{i, j=1}^{N}=\left[\int_{0}^{1} \varphi_{j}^{\prime}(x) \varphi_{i}^{\prime}(x) \mathrm{d} x\right]_{i, j=1}^{N}  \tag{5}\\
& M=\left[\left(\varphi_{j}, \varphi_{i}\right)\right]_{i, j=1}^{N}=\left[\int_{0}^{1} \varphi_{j}(x) \varphi_{i}(x) \mathrm{d} x\right]_{i, j=1}^{N} \tag{6}
\end{align*}
$$

The matrices $K$ and $M$ are referred to as the stiffness matrix and the mass matrix, respectively. Both $K$ and $M$ are always symmetric positive definite, regardless of the chosen basis functions $\varphi_{1}, \ldots, \varphi_{N}$. Moreover, it is clear from (4) that the numerical eigenvalues $\lambda j, \mathscr{W}, j=1, \ldots, N$, are just the eigenvalues of the matrix

$$
\begin{equation*}
L=M^{-1} K \tag{7}
\end{equation*}
$$

Now, for $p, n \geq 1$ let

$$
\begin{equation*}
N_{i,[p]}, \quad i=1, \ldots, n+p, \tag{8}
\end{equation*}
$$

be the B-splines of degree $p \geq 1$ and smoothness $C^{p-1}(\mathbb{R})$ defined over the knot sequence

$$
\underbrace{0, \ldots, 0}_{p+1}, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}, \underbrace{1, \ldots, 1}_{p+1} .
$$

The B-splines (8) form a basis for the spline space

$$
\mathscr{V}_{n,[p]}=\left\{v \in C^{p-1}[0,1]: v_{\left\lvert\,\left[\frac{i}{n}, \frac{i+1}{n}\right)\right.} \in \mathbb{P}_{p} \text { for } i=0, \ldots, n-1\right\}
$$

where $\mathbb{P}_{p}$ is the space of polynomials of degree at most $p$. Except for the first and the last one, all the other B-splines vanish on the boundary of $[0,1]$. In particular, the B-splines

$$
\begin{equation*}
N_{i+1,[p]}, \quad i=1, \ldots, n+p-2 \tag{9}
\end{equation*}
$$

form a basis for the space

$$
\mathscr{W}_{n,[p]}=\left\{v \in \mathscr{V}_{n,[p]}: v(0)=v(1)=0\right\} .
$$

We refer the reader to Figure 1 for the graphs of the B -splines (8) corresponding to the degree $p=3$. For more on B -splines, including the precise definition of the functions (8), see the works of de Boor ${ }^{17}$ and Schumaker. ${ }^{18}$

In the IgA approximation of (1) based on uniform B-splines of degree $p \geq 1$, we look for approximations of the exact eigenpairs (2) by using the Galerkin method described above, in which the basis functions $\varphi_{1}, \ldots, \varphi_{N}$ are chosen as the


FIGURE 1 Cubic B-splines $\left\{N_{1,[3]}, \ldots, N_{n+3,[3]}\right\}$ for the knot sequence $\left\{0,0,0,0, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}, 1,1,1,1\right\}(n=10)$

B-splines $N_{2,[p]}, \ldots, N_{n+p-1,[p]}$, and consequently, the vector space $\mathscr{W}$ is equal to $\mathscr{W}_{n,[p] \text {. }}$. The resulting stiffness and mass matrices (5)-(6) are given by

$$
\begin{align*}
& K_{n}^{[p]}=\left[\int_{0}^{1} N_{j+1,[p]}^{\prime}(x) N_{i+1,[p]}^{\prime}(x) \mathrm{d} x\right]_{i, j=1}^{n+p-2}  \tag{10}\\
& M_{n}^{[p]}=\left[\int_{0}^{1} N_{j+1,[p]}(x) N_{i+1,[p]}(x) \mathrm{d} x\right]_{i, j=1}^{n+p-2} \tag{11}
\end{align*}
$$

and the numerical eigenvalues $\lambda_{j, n}^{[p]}, j=1, \ldots, n+p-2$, are the eigenvalues of the matrix

$$
\begin{equation*}
L_{n}^{[p]}=\left(M_{n}^{[p]}\right)^{-1} K_{n}^{[p]} \tag{12}
\end{equation*}
$$

For more details on IgA, we refer the reader to the work of Cottrell et al. ${ }^{1}$
Let $\phi_{q}$ be the B-spline of degree $q \geq 0$ corresponding to the knot sequence $\{0,1, \ldots, q+1\}$. The function $\phi_{q}$ is usually referred to as the cardinal B-spline of degree $q$ and is recursively defined as follows ${ }^{17}$ :

$$
\begin{aligned}
& \phi_{0}(t)=\chi_{[0,1)}(t), \quad t \in \mathbb{R}, \\
& \phi_{q}(t)=\frac{t}{q} \phi_{q-1}(t)+\frac{q+1-t}{q} \phi_{q-1}(t-1), \quad t \in \mathbb{R}, \quad q \geq 1
\end{aligned}
$$

where $\chi_{[0,1)}$ is the characteristic (indicator) function of the interval $[0,1)$. Let

$$
\begin{array}{ll}
f_{p}:[0, \pi] \rightarrow \mathbb{R}, & f_{p}(\theta)=-\phi_{2 p+1}^{\prime \prime}(p+1)-2 \sum_{k=1}^{p} \phi_{2 p+1}^{\prime \prime}(p+1-k) \cos (k \theta), \\
g_{p}:[0, \pi] \rightarrow \mathbb{R}, & g_{p}(\theta)=\phi_{2 p+1}(p+1)+2 \sum_{k=1}^{p} \phi_{2 p+1}(p+1-k) \cos (k \theta), \\
e_{p}:[0, \pi] \rightarrow \mathbb{R}, & e_{p}(\theta)=\frac{f_{p}(\theta)}{g_{p}(\theta)}, \tag{15}
\end{array}
$$

It was proved in section 3 in the work of Garoni et al. ${ }^{9}$ that*

$$
\begin{array}{lll}
f_{p}(\theta)=(2-2 \cos (\theta)) g_{p-1}(\theta), & \theta \in[0, \pi], & p \geq 1 \\
\left(\frac{4}{\pi^{2}}\right)^{p+1} \leq g_{p}(\theta) \leq g_{p}(0)=1, & \theta \in[0, \pi], & p \geq 0 \tag{17}
\end{array}
$$

so in particular, the function $e_{p}(\theta)$ is well defined. From the analysis in section 10.7 in the work of Garoni et al. ${ }^{12}$, we know that the three sequences of matrices $\left\{n^{-1} K_{n}^{[p]}\right\}_{n},\left\{n M_{n}^{[p]}\right\}_{n},\left\{n^{-2} L_{n}^{[p]}\right\}_{n}$ have an asymptotic spectral distribution (in the Weyl sense) described by the functions $f_{p}(\theta), g_{p}(\theta), e_{p}(\theta)$, respectively; that is, for any sufficiently large $n$, up to a small number of outliers, the eigenvalues of $n^{-1} K_{n}^{[p]}$ (respectively, $n M_{n}^{[p]}, n^{-2} L_{n}^{[p]}$ ) are approximately given by the samples of $f_{p}(\theta)$ (respectively, $g_{p}(\theta), e_{p}(\theta)$ ) over some uniform grid in $[0, \pi]$. This is illustrated in Figure 2 for the matrix $n^{-2} L_{n}^{[p]}$ and for $p=1, \ldots, 6$. Following the terminology in section 3.1 in the work of Garoni et al., ${ }^{12}$ we refer to $f_{p}(\theta), g_{p}(\theta), e_{p}(\theta)$ as the spectral symbols of $\left\{n^{-1} K_{n}^{[p]}\right\}_{n},\left\{n M_{n}^{[p]}\right\}_{n},\left\{n^{-2} L_{n}^{[p]}\right\}_{n}$, respectively. For more details on the spectral distribution of a sequence of matrices, see the work of Garoni et al. ${ }^{12}$

## 1.2 | Contributions of this work

The main contributions of this work can be summarized as follows. Throughout this paper, we will use the notations $n_{p}^{\text {out }}=p-2+\bmod (p, 2)$ and $N(n, p)=n+p-2$.

1. We prove several important analytic properties of the spectral symbol $e_{p}(\theta)$. In particular, we show that $e_{p}(\theta)$ is monotone increasing on $[0, \pi]$ for all $p \geq 1$ and that $e_{p}(\theta) \rightarrow \theta^{2}$ uniformly on $[0, \pi]$ as $p \rightarrow \infty$. Incidentally, we also show that
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FIGURE 2 Comparison between the eigenvalues of $n^{-2} L_{n}^{[p]}$ and the graph of $e_{p}(\theta)$ for $n=50$ and $p=1$, ..., 6. The eigenvalues of $n^{-2} L_{n}^{[p]}$ are sorted in ascending order and are represented by the thick dots placed at the points $\left(\theta_{j, n}, \lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)\right), j=1, \ldots, n-\bmod (p, 2)$, where $\theta_{j, n}=j \pi / n$. The eigenvalues $\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)$ for $j>n-\bmod (p, 2)$ are the so-called outliers and are positioned outside the domain [0, $\pi$ ]
the ratio $w_{p}(\theta)=g_{p}(\theta) / g_{p-1}(\theta)$ satisfies $1 / 3 \leq w_{p}(\theta) \leq 1$ for all $p \geq 1$ and $\theta \in[0, \pi]$. The latter result was already conjectured in the works of Donatelli et al. ${ }^{14,16}$ on the basis of numerical experiments, and it was therein exploited to design/analyze fast solvers for IgA discretization matrices.
2. For $p=1$ and $p=2$, we compute eigenvalues and eigenvectors of $L_{n}^{[p]}$. In both cases, the eigenvalues are given by $e_{p}\left(\theta_{j, n}\right)$ for $j=1, \ldots, n+p-2$, where $\theta_{j, n}=j \pi / n$. The exact computation of eigenvalues and eigenvectors is made possible by the fact that the matrices $K_{n}^{[p]}, M_{n}^{[p]}, L_{n}^{[p]}$ belong to the same matrix algebra, which is the tau algebra $\tau_{n-1}(0,0)$ for $p=1$ and the algebra $\tau_{n}(-1,-1)$ for $p=2$ (we are using the notations from the work of Bozzo et al. ${ }^{19}$ ). It is worth noting that both these algebras are related to fast unitary sine transforms, ${ }^{19}$ which implies that many numerical linear algebra computations involving the matrices $K_{n}^{[p]}, M_{n}^{[p]}, L_{n}^{[p]}$ (matrix-vector products, solutions of linear systems, inversions, etc.) are stable and fast.
3. For $p \geq 3$, we provide numerical evidence of a precise asymptotic expansion for the eigenvalues of $n^{-2} L_{n}^{[p]}$. Such an expansion, which obviously begins with the spectral symbol $e_{p}(\theta)$, is in force for the whole of the spectrum except for the largest $n_{p}^{\text {out }}$ eigenvalues (the so-called outliers; see Figure 2). To be more precise, we show through numerical experiments that for every $p \geq 3$, every integer $\alpha \geq 0$, every $n$, and every $j=1, \ldots, N(n, p)-n_{p}^{\text {out }}=n-\bmod (p, 2)$, we have

$$
\begin{equation*}
\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)=e_{p}\left(\theta_{j, n}\right)+\sum_{k=1}^{\alpha} c_{k}^{[p]}\left(\theta_{j, n}\right) h^{k}+E_{j, n, \alpha}^{[p]} \tag{18}
\end{equation*}
$$

where

- the eigenvalues of $n^{-2} L_{n}^{[p]}$ are arranged in ascending order, $\lambda_{1}\left(n^{-2} L_{n}^{[p]}\right) \leq \cdots \leq \lambda_{n+p-2}\left(n^{-2} L_{n}^{[p]}\right)$;
- $\left\{c_{k}^{[p]}\right\}_{k=1,2, \ldots}$ is a sequence of functions from $[0, \pi]$ to $\mathbb{R}$, which depends only on $p$;
- $h=\frac{1}{n}$ and $\theta_{j, n}=\frac{j \pi}{n}=j \pi h$ for $j=1, \ldots, n$; and
- $E_{j, n, \alpha}^{[p]}=O\left(h^{\alpha+1}\right)$ is the remainder (the error), which satisfies the inequality $\left|E_{j, n, \alpha}^{[p]}\right| \leq C_{\alpha}^{[p]} h^{\alpha+1}$ for some constant $C_{\alpha}^{[p]}$ depending only on $\alpha$ and $p$.

We refer the reader to Appendix B for a proof of the expansion (18) for $\alpha=0$ and $j=1, \ldots, N(n, p)-(4 p-2)$, where $4 p-2$ represents an estimate, solely based on interlacing/rank-correction arguments, of the actual number of outliers $n_{p}^{\text {out }}$. We note that (18) is formally the same as the expansions for the eigenvalues of Toeplitz and preconditioned Toeplitz matrices, which have been conjectured and validated through numerical experiments in other works. ${ }^{20,21}$ In the case of Toeplitz matrices, the eigenvalue expansion has also been proved by Bogoya et al. in a sequence of recent papers. ${ }^{22-24}$ Furthermore, basic eigenvalue expansions (and related extrapolation techniques) have been used in other works ${ }^{25,26}$ in the context of finite element approximations of differential problems. In the light of these considerations, the expansion (18) is not completely unexpected, because $n^{-2} L_{n}^{[p]}$ is "almost" a preconditioned Toeplitz matrix as $n^{-2} L_{n}^{[p]}=\left(n M_{n}^{[p]}\right)^{-1}\left(n^{-1} K_{n}^{[p]}\right)$, and $n M_{n}^{[p]}, n^{-1} K_{n}^{[p]}$ are Toeplitz matrices, up to low rank corrections. To be precise, let $T_{m}(a)$ be the Toeplitz matrix of size $m$ generated by the function $a \in L^{1}(-\pi, \pi)$, that is,

$$
T_{m}(a)=\left[a_{i-j}\right]_{i, j=1}^{m}=\left[\begin{array}{cccccc}
a_{0} & a_{-1} & a_{-2} & \cdots & \cdots & a_{-(m-1)} \\
a_{1} & \ddots & \ddots & \ddots & & \vdots \\
a_{2} & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & a_{-2} \\
\vdots & & \ddots & \ddots & \ddots & a_{-1} \\
a_{m-1} & \cdots & \cdots & a_{2} & a_{1} & a_{0}
\end{array}\right],
$$

where the numbers $a_{k}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} a(\theta) \mathrm{e}^{-i k \theta} \mathrm{~d} \theta, k \in \mathbb{Z}$, are the Fourier coefficients of $a$. Then,

$$
\begin{gather*}
n^{-1} K_{n}^{[p]}=T_{n+p-2}\left(f_{p}\right)+R_{n}^{[p]},  \tag{19}\\
n M_{n}^{[p]}=T_{n+p-2}\left(g_{p}\right)+S_{n}^{[p]}, \tag{20}
\end{gather*}
$$

where $f_{p}, g_{p}$ are defined in (13)-(14) and

$$
\begin{array}{lll}
\left(R_{n}^{[p]}\right)_{i j}=0, \quad 2 p \leq i \leq n-p-1 & \Longrightarrow & \operatorname{rank}\left(R_{n}^{[p]}\right) \leq 4 p-2, \\
\left(S_{n}^{[p]}\right)_{i j}=0, \quad 2 p \leq i \leq n-p-1 \quad & \Longrightarrow \quad \operatorname{rank}\left(S_{n}^{[p]}\right) \leq 4 p-2 ; \tag{22}
\end{array}
$$

see section 4.1 in the work of Garoni et al. ${ }^{9}$
4. We show through numerical experiments that, for $p \geq 3$ and $k \geq 1$, there exists a point $\theta(p, k) \in(0, \pi)$ such that $c_{k}^{[p]}(\theta)$ vanishes over $[0, \theta(p, k)]$. Moreover, as it is suggested by the numerics of this paper, it is very likely that $y_{p}=\inf _{k \geq 1} \theta(p, k)>0$ for all $p \geq 3$. This is consistent with another crucial numerical observation, namely the fact that, for all $p \geq 3$, the equation $\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)=e_{p}\left(\theta_{j, n}\right)$ holds numerically whenever $\theta_{j, n}<\theta(p)$, with $\theta(p)$ being a point in ( $0, y_{p}$ ]. In addition, $\theta(p)$ apparently grows with $p$, that is, the portion of the spectrum of $\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)$ which is exactly described by $e_{p}(\theta)$, at least from a numerical viewpoint, increases with $p$.
5. For $p \geq 3$, based on the expansion (18) and drawing inspiration from the work of Ekström et al., ${ }^{27}$ we propose a parallel interpolation-extrapolation algorithm for computing the eigenvalues of $L_{n}^{[p]}$, excluding the $n_{p}^{\text {out }}$ outliers. The performance of the algorithm is illustrated through numerical experiments. Note that we actually need to compute only the eigenvalues of $L_{n}^{[p]}$ corresponding in the expansion (18) to points $\theta_{j, n} \geq \theta(p)$, because whenever $\theta_{j, n}<\theta(p)$, we numerically have $\lambda_{j}\left(L_{n}^{[p]}\right)=n^{2} e_{p}\left(\theta_{j, n}\right)$ by the previous item 4 .
6. We present a detailed extension of the whole analysis to the general $d$-dimensional setting, in which problem (1) is replaced by (32). By using tensor-product arguments, we show that the eigenvalue-eigenvector structure of the matrix arising from the IgA approximation of (32) is completely determined by the eigenvalue-eigenvector structure of the matrix $L_{n}^{[p]}$. In short, the analysis of $L_{n}^{[p]}$ is enough to cover also the multidimensional case.

## 1.3 | Organization of the paper

The paper is organized as follows. In Section 2, we report the properties of $e_{p}(\theta)$ (and $w_{p}(\theta)$ ) that we shall prove in this paper; for ease of reading, the corresponding technical proofs are deferred to Appendix A. In Section 3, we compute eigenvalues and eigenvectors of the matrix $L_{n}^{[p]}$ for $p=1$ and $p=2$. In Section 4, assuming the asymptotic eigenvalue expansion (18), we present our parallel interpolation-extrapolation algorithm for computing the eigenvalues of $L_{n}^{[p]}$ for $p \geq 3$, excluding the $n_{p}^{\text {out }}$ outliers. In Section 5, we provide numerical experiments in support of both the asymptotic eigenvalue expansion (18) and the properties described in item 4 of Section 1.2. Moreover, we numerically illustrate the performance of the algorithm presented in Section 4. In Section 6, we extend the whole analysis carried out in Sections 3-5 to the multidimensional setting by showing appropriate tensor-product arguments that the multidimensional case reduces to the unidimensional case. Finally, in Section 7, we draw conclusions and outline future lines of research.

## 2 | PROPERTIES OF THE SPECTRAL SYMBOL $\boldsymbol{e}_{\boldsymbol{p}}(\boldsymbol{\theta})$

The spectral symbol $e_{p}(\theta)$ enjoys the properties reported in Theorems 1 and 2, whose proofs are collected in Appendix A. We note that the convergence expressed in Theorem 1 was numerically observed by Ekström et al. ${ }^{3}$ and represents a starting point for the research program outlined in remark 15 in the work of Garoni et al. ${ }^{28}$

Theorem 1. The function $e_{p}(\theta)$ converges uniformly to $\theta^{2}$ on $[0, \pi]$ as $p \rightarrow \infty$.

Theorem 2. The function $e_{p}(\theta)$ is monotone increasing on $[0, \pi]$ for all $p \geq 1$.
As a by-product of the proofs of Theorems 1 and 2, in Appendix A, we also prove the following result for the function

$$
w_{p}:[0, \pi] \rightarrow \mathbb{R}, \quad w_{p}(\theta)=\frac{g_{p}(\theta)}{g_{p-1}(\theta)}, \quad p \geq 1
$$

Theorem 3. For $p \geq 1$ and $\theta \in[0, \pi]$, we have

$$
\begin{equation*}
\frac{1}{3} \leq w_{p}(\theta) \leq 1 \tag{23}
\end{equation*}
$$

Note that the bounds in (23) are sharp. Indeed, $w_{p}(0)=1$ for all $p \geq 1$ and $w_{1}(\pi)=1 / 3$. Theorem 3 provides theoretical support to the numerically observed p-robustness of the solvers devised by Donatelli et al. ${ }^{14,16}$ for IgA linear systems; see, in particular, section 5.5 in the work of Donatelli et al. ${ }^{14}$

## 3 | EIGENVALUES AND EIGENVECTORS OF $L_{n}^{[p]}$ FOR $p=1$ AND $p=2$

In this section, we compute the exact spectral decomposition of the matrix $L_{n}^{[p]}$ for $p=1$ and $p=2$. As a preliminary step, we recall some properties of the matrix algebras $\tau_{n}(\epsilon, \phi)$ introduced by Bozzo et al. ${ }^{19}$ for $\epsilon, \phi \in\{0,1,-1\}$. It will turn out that $K_{n}^{[1]}, M_{n}^{[1]}, L_{n}^{[1]}$ belong to $\tau_{n-1}(0,0)$, and $K_{n}^{[2]}, M_{n}^{[2]}, L_{n}^{[2]}$ belong to $\tau_{n}(-1,-1)$, and this will be the key for computing the eigenvalues and eigenvectors of both $L_{n}^{[1]}$ and $L_{n}^{[2]}$.

## 3.1 | The matrix algebras $\tau_{m}(\epsilon, \phi)$ for $\epsilon, \phi \in\{0,1,-1\}$

Following the work of Bozzo et al., ${ }^{19}$ for any $m \geq 2$ and any $\epsilon, \phi \in\{0,1,-1\}$, we define the tridiagonal matrix

$$
H_{m}(\epsilon, \phi)=\left[\begin{array}{ccccc}
\varepsilon & 1 & 0 & \cdots & 0 \\
1 & 0 & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & 0 & 1 \\
0 & \cdots & 0 & 1 & \phi
\end{array}\right]=T_{m}(2 \cos (\theta))+\epsilon \mathbf{e}_{1} \mathbf{e}_{1}^{T}+\phi \mathbf{e}_{m} \mathbf{e}_{m}^{T},
$$

where $\mathbf{e}_{i}$ is the $i$ th vector of the canonical basis of $\mathbb{R}^{m}$. Because $H_{m}(\epsilon, \phi)$ is real and symmetric, it can be decomposed as

$$
H_{m}(\epsilon, \phi)=Q_{m}(\epsilon, \phi) D_{m}(\epsilon, \phi) Q_{m}(\epsilon, \phi)^{T},
$$

where $Q_{m}(\epsilon, \phi)$ is a real unitary matrix, and $D_{m}(\epsilon, \phi)$ is a real diagonal matrix. The matrix algebra generated by $H_{m}(\epsilon, \phi)$ is denoted by $\tau_{m}(\epsilon, \phi)$ and is given by

$$
\tau_{m}(\epsilon, \phi)=\left\{Q_{m}(\epsilon, \phi) D_{m} Q_{m}(\epsilon, \phi)^{T}: D_{m} \text { is a diagonal matrix of size } m\right\}
$$

It turns out that the matrix $Q_{m}(\epsilon, \phi)$ is a fast trigonometric transform such that the matrix-vector product $Q_{m}(\epsilon, \phi) \mathbf{v}$ can be computed in $O(m \log m)$ operations. Moreover, the diagonal entries of the matrix $D_{m}(\epsilon, \phi)$ (i.e., the eigenvalues of $\left.H_{m}(\epsilon, \phi)\right)$ are equal to the samples of the function $2 \cos (\theta)$ over a uniform grid in $[0, \pi]$.
The cases of interest in this paper are $\epsilon=\phi=0$ and $\epsilon=\phi=-1$. For $\epsilon=\phi=0$, the matrix algebra $\tau_{m}(0,0)$ is the so-called tau algebra, which was originally introduced in the work of Bini et al. ${ }^{29}$ In this case, the sampling grid is

$$
\frac{j \pi}{m+1}, \quad j=1, \ldots, m
$$

and we have

$$
\begin{aligned}
D_{m}(0,0) & =\operatorname{diag}_{j=1, \ldots, m}\left[2 \cos \left(\frac{j \pi}{m+1}\right)\right] \\
Q_{m}(0,0) & =\sqrt{\frac{2}{m+1}}\left[\sin \left(\frac{i j \pi}{m+1}\right)\right]_{i, j=1}^{m}
\end{aligned}
$$

For $\epsilon=\phi=-1$, the sampling grid is

$$
\frac{j \pi}{m}, \quad j=1, \ldots, m
$$

and we have

$$
\begin{aligned}
& D_{m}(-1,-1)=\underset{j=1, \ldots, m}{\operatorname{diag}}\left[2 \cos \left(\frac{j \pi}{m}\right)\right], \\
& Q_{m}(-1,-1)=\sqrt{\frac{2}{m}}\left[k_{j} \sin \left(\frac{(2 i-1) j \pi}{2 m}\right)\right]_{i, j=1}^{m}, \quad k_{j}= \begin{cases}1 / \sqrt{2}, & \text { if } j=m \\
1, & \text { otherwise }\end{cases}
\end{aligned}
$$

For more details on the matrix algebras $\tau_{m}(\epsilon, \phi)$, we refer the reader to the work of Bozzo et al. ${ }^{19}$

## 3.2 | Eigenvalues and eigenvectors of $L_{\boldsymbol{n}}^{[p]}$ for $p=1$

In the case $p=1$, the stiffness and mass matrices $K_{n}^{[1]}$ and $M_{n}^{[1]}$ have size $n-1$, and a direct computation shows that

$$
\begin{aligned}
n^{-1} K_{n}^{[1]} & =\left[\begin{array}{cccccc}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -1 \\
& & & -1 & 2
\end{array}\right]=T_{n-1}\left(f_{1}\right)=2 I_{n-1}-H_{n-1}(0,0), \\
n M_{n}^{[1]} & =\frac{1}{6}\left[\begin{array}{cccccc}
4 & 1 & & & \\
1 & 4 & 1 & & \\
& \ddots & \ddots & \ddots & \\
& & 1 & 4 & 1 \\
& & & 1 & 4
\end{array}\right]=T_{n-1}\left(g_{1}\right)=\frac{2}{3} I_{n-1}+\frac{1}{6} H_{n-1}(0,0),
\end{aligned}
$$

where $I_{m}$ is the $m \times m$ identity matrix, and $f_{1}, g_{1}$ are given by (13)-(14) for $p=1$, that is,

$$
\begin{aligned}
& f_{1}(\theta)=2-2 \cos (\theta) \\
& g_{1}(\theta)=\frac{2}{3}+\frac{1}{3} \cos (\theta)
\end{aligned}
$$

It follows that both $K_{n}^{[1]}$ and $M_{n}^{[1]}$ belong to the tau algebra $\tau_{n-1}(0,0)$. Moreover, based on the results of Section 3.1, we have

$$
\begin{aligned}
n^{-1} K_{n}^{[1]} & =2 I_{n-1}-H_{n-1}(0,0)=Q_{n-1}(0,0)\left(\underset{j=1, \ldots, n-1}{\operatorname{diag}}\left[f_{1}\left(\frac{j \pi}{n}\right)\right]\right) Q_{n-1}(0,0)^{T}, \\
n M_{n}^{[1]} & =\frac{2}{3} I_{n-1}+\frac{1}{6} H_{n-1}(0,0)=Q_{n-1}(0,0)\left(\operatorname{diag}_{j=1, \ldots, n-1}\left[g_{1}\left(\frac{j \pi}{n}\right)\right]\right) Q_{n-1}(0,0)^{T} .
\end{aligned}
$$

Given the algebra structure of $\tau_{n-1}(0,0)$, we obtain

$$
n^{-2} L_{n}^{[1]}=\left(n M_{n}^{[1]}\right)^{-1}\left(n^{-1} K_{n}^{[1]}\right)=Q_{n-1}(0,0)\left(\underset{j=1, \ldots, n-1}{\operatorname{diag}}\left[e_{1}\left(\frac{j \pi}{n}\right)\right]\right) Q_{n-1}(0,0)^{T}
$$

where

$$
e_{1}(\theta)=\frac{f_{1}(\theta)}{g_{1}(\theta)}=\frac{6(1-\cos (\theta))}{2+\cos (\theta)}
$$

as defined by (15) for $p=1$. In particular, $L_{n}^{[1]}$ belongs to the tau algebra $\tau_{n-1}(0,0)$ just like $K_{n}^{[1]}$ and $M_{n}^{[1]}$, and the eigenvalues and eigenvectors of $L_{n}^{[1]}$ are given by

$$
\begin{aligned}
n^{2} e_{1}\left(\frac{j \pi}{n}\right), & j=1, \ldots, n-1, \\
\sqrt{\frac{2}{n}}\left[\sin \left(\frac{i j \pi}{n}\right)\right]_{i=1}^{n-1}, & j=1, \ldots, n-1 .
\end{aligned}
$$

## 3.3 | Eigenvalues and eigenvectors of $L_{n}^{[p]}$ for $p=2$

In the case $p=2$, the stiffness and mass matrices $K_{n}^{[2]}$ and $M_{n}^{[2]}$ have size $n$, and a direct computation shows that

$$
\begin{aligned}
n^{-1} K_{n}^{[2]} & =\frac{1}{6}\left[\begin{array}{cccccccc}
8 & -1 & -1 & & \\
-1 & 6 & -2 & -1 & & & \\
-1 & -2 & 6 & -2 & -1 & & \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \\
& & -1 & -2 & 6 & -2 & -1 \\
& & & -1 & -2 & 6 & -1 \\
& & & & -1 & -1 & 8
\end{array}\right]=T_{n}\left(f_{2}\right)+R_{n}^{[2]}, \\
n M_{n}^{[2]}= & \frac{1}{120}\left[\begin{array}{cccccccc}
40 & 25 & 1 & & & & \\
25 & 66 & 26 & 1 & & & \\
1 & 26 & 66 & 26 & 1 & & \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \\
& & 1 & 26 & 66 & 26 & 1 \\
& & & 1 & 26 & 66 & 25 \\
& & & & 1 & 25 & 40
\end{array}\right]=T_{n}\left(g_{2}\right)+S_{n}^{[2]},
\end{aligned}
$$

where $f_{2}, g_{2}$ are given by (13)-(14) for $p=2$, that is,

$$
\begin{aligned}
& f_{2}(\theta)=1-\frac{2}{3} \cos (\theta)-\frac{1}{3} \cos (2 \theta) \\
& g_{2}(\theta)=\frac{11}{20}+\frac{13}{30} \cos (\theta)+\frac{1}{60} \cos (2 \theta)
\end{aligned}
$$

and $R_{n}^{[2]}, S_{n}^{[2]}$ are matrices of rank 4 given by

$$
\left.\begin{array}{l}
R_{n}^{[2]}=\frac{1}{6}\left[\begin{array}{llll}
2 & 1 & & \\
1 & & & \\
& & & \\
& & 1 & 2
\end{array}\right], \\
S_{n}^{[2]}=\frac{1}{120}\left[\begin{array}{lll}
-26 & -1 \\
-1 & & \\
& & \\
& & -1
\end{array}\right] .-26
\end{array}\right] .
$$

We note that both $n^{-1} K_{n}^{[2]}$ and $n M_{n}^{[2]}$ are of the form

$$
A_{n}(a, b, c)=T_{n}(a+2 b \cos (\theta)+2 c \cos (2 \theta))+R_{n}(b, c), \quad R_{n}(b, c)=-\left[\begin{array}{llll}
b & c & &  \tag{24}\\
c & & \\
& & & \\
& & c & b
\end{array}\right]
$$

Indeed,

$$
\begin{aligned}
n^{-1} K_{n}^{[2]} & =A_{n}\left(1,-\frac{1}{3},-\frac{1}{6}\right) \\
n M_{n}^{[2]} & =A_{n}\left(\frac{11}{20}, \frac{13}{60}, \frac{1}{120}\right)
\end{aligned}
$$

Now, any matrix of the form (24) is a polynomial in $H_{n}(-1,-1)$, and precisely,

$$
A_{n}(a, b, c)=(a-2 c) I_{n}+b H_{n}(-1,-1)+c H_{n}(-1,-1)^{2}
$$

It follows that $A_{n}(a, b, c)$ belongs to the matrix algebra $\tau_{n}(-1,-1)$. Moreover, based on the results of Section 3.1, we have

$$
A_{n}(a, b, c)=Q_{n}(-1,-1)\left(\operatorname{diag}_{j=1, \ldots, n}\left[a+2 b \cos \left(\frac{j \pi}{n}\right)+2 c \cos \left(\frac{2 j \pi}{n}\right)\right]\right) Q_{n}(-1,-1)^{T}
$$

In particular, $K_{n}^{[2]}$ and $M_{n}^{[2]}$ belong to $\tau_{n}(-1,-1)$ and

$$
\begin{aligned}
n^{-1} K_{n}^{[2]} & =Q_{n}(-1,-1)\left(\underset{j=1, \ldots, n}{\operatorname{diag}}\left[f_{2}\left(\frac{j \pi}{n}\right)\right]\right) Q_{n}(-1,-1)^{T} \\
n M_{n}^{[2]} & =Q_{n}(-1,-1)\left(\underset{j=1, \ldots, n}{\operatorname{diag}}\left[g_{2}\left(\frac{j \pi}{n}\right)\right]\right) Q_{n}(-1,-1)^{T} .
\end{aligned}
$$

Given the algebra structure of $\tau_{n}(-1,-1)$, we obtain

$$
n^{-2} L_{n}^{[2]}=\left(n M_{n}^{[2]}\right)^{-1}\left(n^{-1} K_{n}^{[2]}\right)=Q_{n}(-1,-1)\left(\underset{j=1, \ldots, n}{\operatorname{diag}}\left[e_{2}\left(\frac{j \pi}{n}\right)\right]\right) Q_{n}(-1,-1)^{T},
$$

where

$$
e_{2}(\theta)=\frac{f_{2}(\theta)}{g_{2}(\theta)}=\frac{20(3-2 \cos (\theta)-\cos (2 \theta))}{33+26 \cos (\theta)+\cos (2 \theta)}
$$

as defined by (15) for $p=2$. In particular, $L_{n}^{[2]}$ belongs to the algebra $\tau_{n}(-1,-1)$ just like $K_{n}^{[2]}$ and $M_{n}^{[2]}$, and the eigenvalues and eigenvectors of $L_{n}^{[2]}$ are given by

$$
\begin{aligned}
& n^{2} e_{2}\left(\frac{j \pi}{n}\right), \quad j=1, \ldots, n, \\
& \sqrt{\frac{2}{n}}\left[k_{j} \sin \left(\frac{(2 i-1) j \pi}{2 n}\right)\right]_{i=1}^{n}, \quad k_{j}=\left\{\begin{array}{ll}
1 / \sqrt{2}, & \text { if } j=n, \\
1, & \text { otherwise },
\end{array} \quad j=1, \ldots, n .\right.
\end{aligned}
$$

Remark 1. According to a private communication received by the fifth author, Tani proposed a preconditioner based on the fast sine transform $Q_{n}(-1,-1)$ for solving linear systems arising from the IgA discretization of unidimensional
differential problems. For the case $p=2$, the performance of the preconditioner was extremely good: just one Krylov iteration. The theoretical explanation of such an excellent behavior lies precisely in the exact spectral decompositions obtained in this subsection, where it is shown that $Q_{n}(-1,-1)$ diagonalizes simultaneously the three matrices $K_{n}^{[2]}, M_{n}^{[2]}, L_{n}^{[2]}$. Note that decompositions of this kind can also be used for accelerating the convergence of the recently proposed iterative solvers for IgA linear systems, such as multigrid-based and preconditioned Krylov-based methods; see the works ${ }^{14,16,30}$ and the references therein.

Remark 2. The results of Sections 3.2 and 3.3 show that $K_{n}^{[p]}, M_{n}^{[p]}, L_{n}^{[p]}$ belong to the same matrix algebra for $p=1,2$. Does this property remains true for $p \geq 3$ ? The answer is "no". Indeed, if $K_{n}^{[p]}, M_{n}^{[p]}, L_{n}^{[p]}$ belong to the same matrix algebra, then $K_{n}^{[p]}$ and $M_{n}^{[p]}$ commute. We numerically verified that $K_{n}^{[p]}$ and $M_{n}^{[p]}$ do not commute for $p \geq 3$.

## 4 | ALGORITHM FOR COMPUTING THE EIGENVALUES OF $L_{\boldsymbol{n}}{ }^{[p]}$ FOR $\boldsymbol{p} \geq 3$

Assuming the expansion (18) and drawing inspiration from the work of Ekström et al., ${ }^{27}$ in this section, we propose a parallel interpolation-extrapolation algorithm for computing the eigenvalues of $L_{n}^{[p]}$, excluding the $n_{p}^{\text {out }}$ outliers. In what follows, for each positive integer $n \in \mathbb{N}=\{1,2,3, \ldots\}$ and each $p \geq 3$, we define $n^{[p]}=n-\bmod (p, 2)$. Moreover, with each positive integer $n$, we associate the step size $h=\frac{1}{n}$ and the grid points $\theta_{j, n}=j \pi h, j=1, \ldots, n$. For notational convenience, unless otherwise stated, we will always denote a positive integer and the associated step size in the same way. For example, if the positive integer is $n$, the associated step size is $h$; if the positive integer is $n_{1}$, the associated step size is $h_{1}$; if the positive integer is $\bar{n}$, the associated step size is $\bar{h}$; etc. Throughout this section, we make the following assumptions:

- $p \geq 3$ and $n, n_{1}, \alpha \in \mathbb{N}$ are fixed parameters.
- $n_{k}=2^{k-1} n_{1}$ for $k=1, \ldots, \alpha$.
- $j_{k}=2^{k-1} j_{1}$ for $j_{1}=1, \ldots, n_{1}$ and $k=1, \ldots, \alpha ; j_{k}$ is the index in $\left\{1, \ldots, n_{k}\right\}$ such that $\theta_{j_{k}, n_{k}}=\theta_{j_{1}, n_{1}}$.

A graphical representation of the grids $\left\{\theta_{1, n_{k}}, \ldots, \theta_{n_{k}, n_{k}}\right\}, k=1, \ldots, \alpha$, is reported in Figure 3 for $n_{1}=5$ and $\alpha=4$.
For each fixed $j_{1}=1, \ldots, n_{1}^{[p]}$, we apply $\alpha$ times the expansion (18) with $n=n_{1}, n_{2}, \ldots, n_{\alpha}$ and $j=j_{1}, j_{2}, \ldots, j_{\alpha}$. Because $\theta_{j_{1}, n_{1}}=\theta_{j_{2}, n_{2}}=\cdots=\theta_{j_{\alpha}, n_{\alpha}}$ (by definition of $j_{2}, \ldots, j_{\alpha}$ ), we obtain

$$
\left\{\begin{array}{l}
E_{j_{j}, n_{1}, 0}^{[p]}=c_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{1}+c_{2}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{1}^{2}+\cdots+c_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{1}^{\alpha}+E_{j_{1}, n_{1}, \alpha}^{[p p}  \tag{25}\\
E_{j_{2}, n_{2}, 0}^{[p]}=c_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{2}+c_{2}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{2}^{2}+\cdots+c_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{2}^{\alpha}+E_{j_{2}, n_{2}, \alpha}^{[p]} \\
\vdots \\
E_{j_{\alpha}, n_{\alpha}, 0}^{[p]}=c_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{\alpha}+c_{2}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{\alpha}^{2}+\cdots+c_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{\alpha}^{\alpha}+E_{j_{\alpha}, h_{\alpha}, \alpha}^{[p]}
\end{array},\right.
$$

where

$$
E_{j_{k}, n_{k}, 0}^{[p]}=\lambda_{j_{k}}\left(n_{k}^{-2} L_{n_{k}}^{[p]}\right)-e_{p}\left(\theta_{j_{1}, n_{1}}\right), \quad k=1, \ldots, \alpha,
$$

and

$$
\begin{equation*}
\left|E_{j_{k}, k_{k}, \alpha}^{[p]}\right| \leq C_{\alpha}^{[p]} h_{k}^{\alpha+1}, \quad k=1, \ldots, \alpha . \tag{26}
\end{equation*}
$$



FIGURE 3 Representation of the grids $\left\{\theta_{1, n_{k}}, \ldots, \theta_{n_{k}, n_{k}}\right\}, k=1, \ldots, \alpha$, for $n_{1}=5$ and $\alpha=4$

Let $\tilde{c}_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right), \ldots, \tilde{c}_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)$ be the approximations of $c_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right), \ldots, c_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)$ obtained by removing all the errors $E_{j_{1}, n_{1}, \alpha}^{[p]}, \ldots, E_{j_{\alpha}, n_{\alpha}, \alpha}^{[p]}$ in (25) and by solving the resulting linear system as follows:

$$
\left\{\begin{array}{l}
E_{j_{1}, n_{1}, 0}^{[p]}=\tilde{c}_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{1}+\tilde{c}_{2}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{1}^{2}+\cdots+\tilde{c}_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{1}^{\alpha}  \tag{27}\\
E_{j_{2}, n_{2}, 0}^{[p]}=\tilde{c}_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{2}+\tilde{c}_{2}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{2}^{2}+\cdots+\tilde{c}_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{2}^{\alpha} \\
\quad \vdots \\
E_{j_{\alpha}, n_{\alpha}, 0}^{[p]}=\tilde{c}_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{\alpha}+\tilde{c}_{2}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{\alpha}^{2}+\cdots+\tilde{c}_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right) h_{\alpha}^{\alpha}
\end{array} .\right.
$$

Note that this way of computing approximations for $c_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right), \ldots, c_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)$ is completely analogous to the Richardson extrapolation procedure that is employed in the context of Romberg integration to accelerate the convergence of the trapezoidal rule (see section 3.4 in the work of Stoer et al. ${ }^{31}$ ). In this regard, the asymptotic expansion (18) plays here the same role as the Euler-Maclaurin summation formula (see section 3.3 in the work of Stoer et al. ${ }^{31}$ ). For more advanced studies on extrapolation methods, we refer the reader to Brezinski et al. ${ }^{32}$ The next theorem shows that the approximation error $\left|c_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)-\tilde{c}_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)\right|$ is $O\left(h_{1}^{\alpha-k+1}\right)$.

Theorem 4. There exists a constant $A_{\alpha}^{[p]}$ depending only on $\alpha$ and $p$ such that, for $j_{1}=1, \ldots, n_{1}^{[p]}$ and $k=1, \ldots, \alpha$,

$$
\begin{equation*}
\left|c_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)-\tilde{c}_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)\right| \leq A_{\alpha}^{[p]} h_{1}^{\alpha-k+1} \tag{28}
\end{equation*}
$$

Proof. It is a straightforward adaptation of the proof of theorem 1 in the work of Ekström et al. ${ }^{27}$

Now, fix an index $j \in\left\{1, \ldots, n^{[p]}\right\}$. To compute an approximation of $\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)$ through the expansion (18), we would need the value $c_{k}^{[p]}\left(\theta_{j, n}\right)$ for each $k=1, \ldots, \alpha$. Of course, $c_{k}^{[p]}\left(\theta_{j, n}\right)$ is not available in practice, but we can approximate it by interpolating in some way the values $\tilde{c}_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right), j_{1}=1, \ldots, n_{1}^{[p]}$. For example, we may define $\tilde{c}_{k}^{[p]}(\theta)$ as the interpolation polynomial of the data $\left(\theta_{j_{1}, n_{1}}, \tilde{c}_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)\right), \quad j_{1}=1, \ldots, n_{1}^{[p]}$,—so that $\tilde{c}_{k}^{[p]}(\theta)$ is expected to be an approximation of $c_{k}^{[p]}(\theta)$ over the whole interval $[0, \pi]$ —and take $\tilde{c}_{k}^{[p]}\left(\theta_{j, n}\right)$ as an approximation to $c_{k}^{[p]}\left(\theta_{j, n}\right)$. It is known, however, that interpolation over a large number of uniform nodes is not advisable as it may give rise to spurious oscillations (Runge's phenomenon). It is therefore better to adopt another kind of approximation. An alternative could be the following: We approximate $c_{k}^{[p]}(\theta)$ by the spline function $\tilde{c}_{k}^{[p]}(\theta)$ which is linear on each interval $\left[\theta_{j_{1}, n_{1}}, \theta_{j_{1}+1, n_{1}}\right]$ and takes the value $\tilde{c}_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)$ at $\theta_{j_{1}, n_{1}}$ for all $j_{1}=1, \ldots, n_{1}^{[p]}$. This strategy usually removes any spurious oscillation, but it is not accurate. In particular, it does not preserve the accuracy of approximation at the nodes $\theta_{j_{1}, n_{1}}$ established in Theorem 4, that is, there is no guarantee that $\left|c_{k}^{[p]}(\theta)-\tilde{c}_{k}^{[p]}(\theta)\right| \leq B_{\alpha}^{[p]} h_{1}^{\alpha-k+1}$ for $\theta \in[0, \pi]$ or $\left|c_{k}^{[p]}\left(\theta_{j, n}\right)-\tilde{c}_{k}^{[p]}\left(\theta_{j, n}\right)\right| \leq B_{\alpha}^{[p]} h_{1}^{\alpha-k+1}$ for $j=1$, $\ldots, n^{[p]}$, with $B_{\alpha}^{[p]}$ being a constant depending only on $\alpha$ and $p$. As proved in Theorem 5, a local approximation strategy that preserves the accuracy (28), at least if $c_{k}^{[p]}(\theta)$ is sufficiently smooth, is the following: Let $\theta^{(1)}, \ldots, \theta^{(\alpha-k+1)}$ be $\alpha-k+1$ points of the grid $\left\{\theta_{1, n_{1}}, \ldots, \theta_{n_{1}^{[p]}, n_{1}}\right\}$ which are closest to the point $\theta_{j, n}{ }^{\dagger}$, and let $\tilde{c}_{k, j}^{[p]}(\theta)$ be the interpolation polynomial of the data $\left(\theta^{(1)}, \tilde{c}_{k}^{[p]}\left(\theta^{(1)}\right)\right), \ldots,\left(\theta^{(\alpha-k+1)}, \tilde{c}_{k}^{[p]}\left(\theta^{(\alpha-k+1)}\right)\right)$; then, we approximate $c_{k}^{[p]}\left(\theta_{j, n}\right)$ by $\tilde{c}_{k, j}^{[p]}\left(\theta_{j, n}\right)$. Note that, by selecting $\alpha-k+1$ points from $\left\{\theta_{1, n_{1}}, \ldots, \theta_{n_{1}^{[p]}, n_{1}}\right\}$, we are implicitly assuming that $n_{1}^{[p]} \geq \alpha-k+1$.
Theorem 5. Let $p \geq 3$ and $1 \leq k \leq \alpha$, and suppose $n_{1}^{[p]} \geq \alpha-k+1$ and $c_{k}^{[p]} \in C^{\alpha-k+1}[0, \pi]$. For $j=1$, ..., $n^{[p]}$, if $\theta^{(1)}, \ldots, \theta^{(\alpha-k+1)}$ are $\alpha-k+1$ points of $\left\{\theta_{1, n_{1}}, \ldots, \theta_{n_{1}^{[p]}, n_{1}}\right\}$ which are closest to $\theta_{j, n}$, and if $\tilde{c}_{k, j}^{[p]}(\theta)$ is the interpolation polynomial of the data $\left(\theta^{(1)}, \tilde{c}_{k}^{[p]}\left(\theta^{(1)}\right)\right), \ldots,\left(\theta^{(\alpha-k+1)}, \tilde{c}_{k}^{[p]}\left(\theta^{(\alpha-k+1)}\right)\right)$, then

$$
\begin{equation*}
\left|c_{k}^{[p]}\left(\theta_{j, n}\right)-\tilde{c}_{k, j}^{[p]}\left(\theta_{j, n}\right)\right| \leq B_{\alpha}^{[p]} h_{1}^{\alpha-k+1} \tag{29}
\end{equation*}
$$

for some constant $B_{\alpha}^{[p]}$ depending only on $\alpha$ and $p$.
Proof. It is a straightforward adaptation of the proof of theorem 2 in the work of Ekström et al. ${ }^{27}$
${ }^{\dagger}$ These $\alpha-k+1$ points are uniquely determined by $\theta_{j, n}$ except in the following two cases: (a) $\theta_{j, n}$ coincides with a grid point $\theta_{j_{1}, n_{1}}$, and $\alpha-k+1$ is even; (b) $\theta_{j, n}$ coincides with the midpoint between two consecutive grid points $\theta_{j_{1}, n_{1}}, \theta_{j_{1}+1, n_{1}}$, and $\alpha-k+1$ is odd.

We are now ready to formulate our algorithm for computing the eigenvalues of $L_{n}^{[p]}$, excluding the outliers. Note that this algorithm is suited for parallel implementation for the same reason why algorithm 1 in the work of Ekström et al. ${ }^{27}$ is; see remark 4 in the work of Ekström et al. ${ }^{27}$

Algorithm 1. Given $p \geq 3$ and $n, n_{1}, \alpha \in \mathbb{N}$ with $n_{1}^{[p]} \geq \alpha$, we compute the approximations of the eigenvalues $\lambda_{j}\left(L_{n}^{[p]}\right)$ for $j=1, \ldots, n^{[p]}$ as follows.

1. For $j_{1}=1, \ldots, n_{1}^{[p]}$, compute $\tilde{c}_{1}^{[p]}\left(\theta_{j_{1}, n_{1}}\right), \ldots, \tilde{c}_{\alpha}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)$ by solving (27).
2. $\operatorname{For} j=1, \ldots, n^{[p]}$

- $\operatorname{for} k=1, \ldots, \alpha$,
- determine $\alpha-k+1$ points $\theta^{(1)}, \ldots, \theta^{(\alpha-k+1)} \in\left\{\theta_{1, n_{1}}, \ldots, \theta_{n_{1}^{[p], n_{1}}}\right\}$ which are closest to $\theta_{j, n}$;
- compute $\tilde{c}_{k, j}^{[p]}\left(\theta_{j, n}\right)$, where $\tilde{c}_{k, j}^{[p]}(\theta)$ is the interpolation polynomial of the data

$$
\left(\theta^{(1)}, \tilde{c}_{k}^{[p]}\left(\theta^{(1)}\right)\right), \quad \ldots, \quad\left(\theta^{(\alpha-k+1)}, \tilde{c}_{k}^{[p]}\left(\theta^{(\alpha-k+1)}\right)\right)
$$

- compute $\tilde{\lambda}_{j}\left(n^{-2} L_{n}^{[p]}\right)=e_{p}\left(\theta_{j, n}\right)+\sum_{k=1}^{\alpha} \tilde{c}_{k, j}^{[p]}\left(\theta_{j, n}\right) h^{k}$ and $\tilde{\lambda}_{j}\left(L_{n}^{[p]}\right)=n^{2} \tilde{\lambda}_{j}\left(n^{-2} L_{n}^{[p]}\right)$.

3. Return $\left(\tilde{\lambda}_{1}\left(L_{n}^{[p]}\right), \ldots, \tilde{\lambda}_{n}^{[p]}\left(L_{n}^{[p]}\right)\right)$ as an approximation to $\left(\lambda_{1}\left(L_{n}^{[p]}\right), \ldots, \lambda_{n}^{[p]}\left(L_{n}^{[p]}\right)\right)$.

Remark 3. Algorithm 1 is specifically designed for computing the eigenvalues of $L_{n}^{[p]}$ in the case where $n$ is quite large. When applying this algorithm, it is implicitly assumed that $n_{1}$ and $\alpha$ are small (much smaller than $n$ ), so that each $n_{k}=2^{k-1} n_{1}$ is small as well and that the computation of the eigenvalues of $L_{n_{k}}^{[p]}$-which is required in the first step-can be efficiently performed by any standard eigensolver (e.g., the MATLAB eig function).
The last theorem of this section provides an estimate for the approximation error made by Algorithm 1.
Theorem 6. Let $p \geq 3, n^{[p]} \geq n_{1}^{[p]} \geq \alpha$ and $c_{k}^{[p]} \in C^{\alpha-k+1}[0, \pi]$ for $k=1, \ldots, \alpha$. Let $\left(\tilde{\lambda}_{1}\left(L_{n}^{[p]}\right), \ldots, \tilde{\lambda}_{n}[p]\left(L_{n}^{[p]}\right)\right)$ be the
 on $\alpha$ and $p$ such that, for $j=1, \ldots, n^{[p]}$,

$$
\begin{equation*}
\left|\lambda_{j}\left(L_{n}^{[p]}\right)-\tilde{\lambda}_{j}\left(L_{n}^{[p]}\right)\right| \leq D_{\alpha}^{[p]} n h_{1}^{\alpha} \tag{30}
\end{equation*}
$$

Proof. By (18) and Theorem 5,

$$
\begin{aligned}
\left|\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-\tilde{\lambda}_{j}\left(n^{-2} L_{n}^{[p]}\right)\right| & =\left|e_{p}\left(\theta_{j, n}\right)+\sum_{k=1}^{\alpha} c_{k}^{[p]}\left(\theta_{j, n}\right) h^{k}+E_{j, n, \alpha}^{[p]}-e_{p}\left(\theta_{j, n}\right)-\sum_{k=1}^{\alpha} \tilde{c}_{k, j}^{[p]}\left(\theta_{j, n}\right) h^{k}\right| \\
& \leq \sum_{k=1}^{\alpha}\left|c_{k}^{[p]}\left(\theta_{j, n}\right)-\tilde{c}_{k, j}^{[p]}\left(\theta_{j, n}\right)\right| h^{k}+\left|E_{j, n, \alpha}^{[p]}\right| \\
& \leq B_{\alpha}^{[p]} \sum_{k=1}^{\alpha} h_{1}^{\alpha-k+1} h^{k}+C_{\alpha}^{[p]} h^{\alpha+1} \leq D_{\alpha}^{[p]} h_{1}^{\alpha} h,
\end{aligned}
$$

where $D_{\alpha}^{[p]}=(\alpha+1) \max \left(B_{\alpha}^{[p]}, C_{\alpha}^{[p]}\right)$. Multiplying both sides by $n^{2}$, we get the thesis.
Note that the error estimate provided by Theorem 6 seems disappointing, due to the presence of the large factor $n$ on the right-hand side of (30). However, one should take into account that (30) is an absolute error estimate that, moreover, is uniform in $j$. Considering that the largest nonoutlier eigenvalue of $L_{n}^{[p]}$, namely $\lambda_{n^{[p]}}\left(L_{n}^{[p]}\right)$, diverges to $\infty$ with the same asymptotic speed as $n^{2}$, from (30), we obtain the approximate inequality

$$
\frac{\left|\lambda_{n^{[p]}}\left(L_{n}^{[p]}\right)-\tilde{\lambda}_{n^{[p]}}\left(L_{n}^{[p]}\right)\right|}{\left|\lambda_{n}^{[p]}\left(L_{n}^{[p]}\right)\right|} \leq D_{\alpha}^{[p]} h_{1}^{\alpha} h,
$$

which is a good relative error estimate. We refer the reader to Section 5.2 for several numerical illustrations of the actual performance of Algorithm 1.

## 5 | NUMERICAL EXPERIMENTS

In Section 5.1, we implement the program described in items 3 and 4 of Section 1.2. In other words, we validate through numerical experiments the expansion (18) for $p \geq 3$; we numerically show, for $p \geq 3$ and $k \geq 1$, the existence of a point $\theta(p, k) \in(0, \pi)$ such that $c_{k}^{[p]}(\theta)$ vanishes over $[0, \theta(p, k)]$; and we provide numerical evidence of the fact that the infimum $y_{p}=\inf _{k \geq 1} \theta(p, k)$ is strictly positive and that the equation $\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)=e_{p}\left(\theta_{j, n}\right)$ holds numerically whenever $\theta_{j, n}<\theta(p)$, with $\theta(p)$ being a point in $\left(0, y_{p}\right]$. In Section 5.2 , we illustrate the numerical performance of Algorithm 1.

## 5.1 | Numerical experiments in support of the eigenvalue expansion

Fix $p \geq 3$ and $\alpha \in \mathbb{N}$. As in Section 4, for every $n_{1} \in \mathbb{N}$, we set

$$
\begin{aligned}
n_{k} & =2^{k-1} n_{1}, \\
j_{k} & =2^{k-1} j_{1}, \\
& k=1, \ldots, \alpha, \\
& =1, \ldots, \quad j_{1}=1, \ldots, n_{1} .
\end{aligned}
$$

In the hypothesis that the expansion (18) holds, we can follow the derivation of Section 4 until Theorem 4 and we conclude that, for each $k=1, \ldots, \alpha$ and $j_{1}=1, \ldots, h_{1}^{[p]}$, the value $\tilde{c}_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)$ computed by solving the linear system (27) converges to the value $c_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)$ as $n_{1} \rightarrow \infty$ with the same asymptotic speed as $h_{1}^{\alpha-k+1}$. In other words, in the hypothesis that the expansion (18) holds, if we plot the values $\tilde{c}_{k}^{[p]}\left(\theta_{j_{1}, n_{1}}\right)$ versus the points $\theta_{j_{1}, n_{1}}$ for $j_{1}=1, \ldots, n_{1}^{[p]}$, the resulting picture should converge as $n_{1} \rightarrow \infty$ to the graph of a function from $[0, \pi]$ to $\mathbb{R}$, which is, by definition, $c_{k}^{[p]}(\theta)$. The next examples show that this is in fact the case, thus providing a validation of the expansion (18). The examples also support the following conjectures:

- The limit function $c_{k}^{[p]}(\theta)$ vanishes over an interval $[0, \theta(p, k)]$ with $\theta(p, k) \in(0, \pi)$;
- $y_{p}=\inf _{k \geq 1} \theta(p, k)>0$;
- $\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)=e_{p}\left(\theta_{j, n}\right)$ numerically whenever $\theta_{j, n}<\theta(p)$, where $\theta(p)$ is a point in $\left(0, y_{p}\right]$, which grows with $p$.

Example 1. Fix $p=3$ and let $\alpha=3$. In Figure 4, we plot the pairs

$$
\begin{equation*}
\left(\theta_{j_{1}, n_{1}}, \tilde{c}_{k}^{33]}\left(\theta_{j_{1}, n_{1}}\right)\right), \quad j_{1}=1, \ldots, n_{1}^{[3]}=n_{1}-1, \tag{31}
\end{equation*}
$$

for $n_{1}=200,300,400$ and $k=1,2,3$. We note that, for each fixed $k$, the graph of the pairs (31) is essentially the same for all the considered values of $n_{1}$. In other words, this graph converges to the graph of a function $c_{k}^{[3]}(\theta)$ as $n_{1} \rightarrow \infty$, and the convergence is essentially reached already for $n_{1}=200$, at least from the point of view of graphical visualization. Moreover, the limit function $c_{k}^{[3]}(\theta)$ is apparently zero over an interval $[0, \theta(3, k)]$, where $\theta(3, k) \in(0, \pi)$. An $\varepsilon$-approximation of $\theta(3, k)$ is obtained as the limit of $\theta_{n_{1}}^{(\varepsilon)}(3, k)$ for $n_{1} \rightarrow \infty$, where

$$
\theta_{n_{1}}^{(\varepsilon)}(3, k)=\max \left\{\theta_{j_{1}, n_{1}}: 1 \leq j_{1} \leq n_{1}-1, \quad\left|\tilde{c}_{k}^{[3]}\left(\theta_{i_{1}, n_{1}}\right)\right| \leq \varepsilon \text { for all } i_{1}<j_{1}\right\},
$$

and $\varepsilon$ is a fixed threshold. Table 1 shows the values $\theta_{n_{1}}^{(\epsilon)}(3, k)$ computed for $k=1,2,3$ and $n_{1}=200,300,400,500,600$ with the fixed threshold $\epsilon=0.0005$. Both Figure 4 and Table 1 suggest that $\theta(3, k)$ grows with $k$. In particular, we may expect that

$$
y_{3}=\inf _{k \geq 1} \theta(3, k)=\theta(3,1)>0 .
$$

In Figure 5, we plot the errors $\left|E_{j, n, 0}^{[3]}\right|=\left|\lambda_{j}\left(n^{-2} L_{n}^{[3]}\right)-e_{3}\left(\theta_{j, n}\right)\right|$ versus the points $\theta_{j, n}$ for $j=1, \ldots, n^{[3]}=n-1$ and $n=750,1000,1250,1500$. For the same values of $n$, in Table 2 , we record the first index $j$ such that $\left|E_{j, n, 0}^{[3]}\right|>10^{-14}$ and the corresponding grid point $\theta_{j, n}$. From Figure 5 and Table 2, we immediately see that a nontrivial portion of the spectrum of $n^{-2} L_{n}^{[3]}$ is exactly approximated, at least from a numerical viewpoint, by the spectral symbol $e_{3}(\theta)$. Moreover, the points $\theta_{j, n}$ shown in Table 2 apparently form a monotone increasing sequence; the limit of this sequence as $n \rightarrow \infty$, say $\theta(3) \approx 0.2576$, is a point such that the equation $\lambda_{i}\left(n^{-2} L_{n}^{[3]}\right)=e_{3}\left(\theta_{i, n}\right)$ holds numerically whenever $\theta_{i, n}<\theta(3)$. In other words, the ratio $\theta(3) / \pi \approx 0.082$ represents the portion of the spectrum of $n^{-2} L_{n}^{[3]}$ which is exactly described by $e_{3}(\theta)$, at least numerically.


FIGURE 4 Example $1, p=3$ : graph of the pairs $\left(\theta_{j_{1}, n_{1}}, \tilde{c}_{k}^{[3]}\left(\theta_{j_{1}, n_{1}}\right)\right)$, $j_{1}=1, \ldots, n_{1}-1$, for $n_{1}=200,300,400$ and $k=1,2,3$

TABLE 1 Example 1, $p=3$ : values $\theta_{n_{1}}^{(\varepsilon)}(3, k)$ for $k=1,2,3$ and $n_{1}=200,300,400,500,600$, computed with the threshold $\varepsilon=0.0005$

| $\boldsymbol{n}_{\mathbf{1}}$ | $\mathbf{2 0 0}$ | $\mathbf{3 0 0}$ | $\mathbf{4 0 0}$ | $\mathbf{5 0 0}$ | $\mathbf{6 0 0}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{n_{1}}^{(\varepsilon)}(3,1)$ | $\frac{86 \pi}{200} \approx 1.3509$ | $\frac{129 \pi}{300} \approx 1.3509$ | $\frac{172 \pi}{400} \approx 1.3509$ | $\frac{214 \pi}{500} \approx 1.3446$ | $\frac{257 \pi}{600} \approx 1.3456$ |
| $\theta_{n_{1}}^{(\varepsilon)}(3,2)$ | $\frac{115 \pi}{200} \approx 1.8064$ | $\frac{172 \pi}{300} \approx 1.8012$ | $\frac{229 \pi}{400} \approx 1.7986$ | $\frac{286 \pi}{500} \approx 1.7970$ | $\frac{343 \pi}{600} \approx 1.7959$ |
| $\theta_{n_{1}}^{(\varepsilon)}(3,3)$ | $\frac{126 \pi}{200} \approx 1.9792$ | $\frac{188 \pi}{300} \approx 1.9687$ | $\frac{251 \pi}{400} \approx 1.9713$ | $\frac{313 \pi}{500} \approx 1.9666$ | $\frac{377 \pi}{600} \approx 1.9740$ |



FIGURE 5 Example $1, p=3$ : errors $\left|E_{j, n, 0}^{[3]}\right|$ versus $\theta_{j, n}$ for $j=1, \ldots, n-1$ and $n=750,1000,1250,1500$

TABLE 2 Example 1, $p=3$ : first index $j$ such that $\left|E_{j, n, 0}^{[3]}\right|>10^{-14}$ and corresponding grid point $\theta_{j, n}$, for $n=750,1000,1250,1500$

| $\boldsymbol{n}$ | $\mathbf{7 5 0}$ | $\mathbf{1 0 0 0}$ | $\mathbf{1 2 5 0}$ | $\mathbf{1 5 0 0}$ |
| :--- | :---: | :---: | :---: | :---: |
| $j$ | 58 | 80 | 101 | 123 |
| $\theta_{j, n}$ | 0.2429 | 0.2513 | 0.2538 | 0.2576 |



FIGURE 6 Example 2, $p=4$ : graph of the pairs $\left(\theta_{j_{1}, n_{1}}, \tilde{c}_{k}^{[4]}\left(\theta_{j_{1}, n_{1}}\right)\right), j_{1}=1, \ldots, n_{1}$, for $n_{1}=200,300,400$ and $k=1,2,3$

TABLE 3 Example 2, $p=4$ : values $\theta_{n_{1}}^{(\varepsilon)}(4, k)$ for $k=1,2,3$ and $n_{1}=200,300,400,500,600$, computed with the threshold $\varepsilon=0.0005$

| $\boldsymbol{n}_{\mathbf{1}}$ | $\mathbf{2 0 0}$ | $\mathbf{3 0 0}$ | $\mathbf{4 0 0}$ | $\mathbf{5 0 0}$ | $\mathbf{6 0 0}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{n_{1}}^{(\varepsilon)}(4,1)$ | $\frac{97 \pi}{200} \approx 1.5237$ | $\frac{146 \pi}{300} \approx 1.5289$ | $\frac{194 \pi}{400} \approx 1.5237$ | $\frac{242 \pi}{500} \approx 1.5205$ | $\frac{291 \pi}{600} \approx 1.5237$ |
| $\theta_{n_{1}(\varepsilon)}^{(\varepsilon)}(4,2)$ | $\frac{129 \pi}{200} \approx 2.0263$ | $\frac{194 \pi}{300} \approx 2.0316$ | $\frac{258 \pi}{400} \approx 2.0263$ | $\frac{322 \pi}{500} \approx 2.0232$ | $\frac{387 \pi}{600} \approx 2.0263$ |
| $\theta_{n_{1}}^{(\varepsilon)}(4,3)$ | $\frac{145 \pi}{200} \approx 2.2777$ | $\frac{217 \pi}{300} \approx 2.2724$ | $\frac{289 \pi}{400} \approx 2.2698$ | $\frac{362 \pi}{500} \approx 2.2745$ | $\frac{434 \pi}{600} \approx 2.2724$ |

Example 2. In this example we verbatim repeat for the case $p=4$ what we have done in Example 1 for $p=3$. For the sake of brevity, we do not include here any comment and we limit to report the exact analogs of Figure 4, Table 1, Figure 5, and Table 2 in Figure 6, Table 3, Figure 7, and Table 4, respectively.


FIGURE 7 Example $2, p=4$ : errors $\left|E_{j, n, 0}^{[4]}\right|$ versus $\theta_{j, n}$ for $j=1, \ldots, n$ and $n=750,1000,1250,1500$

TABLE 4 Example 2, $p=4$ : first index $j$ such that $\left|E_{j, n, 0}^{[4]}\right|>10^{-14}$ and corresponding grid point $\theta_{j, n}$, for $n=750,1000,1250,1500$

| $\boldsymbol{n}$ | $\mathbf{7 5 0}$ | $\mathbf{1 0 0 0}$ | $\mathbf{1 2 5 0}$ | $\mathbf{1 5 0 0}$ |
| :--- | :---: | :---: | :---: | :---: |
| $j$ | 71 | 97 | 123 | 152 |
| $\theta_{j, n}$ | 0.2974 | 0.3047 | 0.3091 | 0.3183 |



FIGURE 8 Example 3: errors $\left|E_{j, n, 0}^{[p]}\right|$ versus $\theta_{j, n}$ for $j=1, \ldots, n-\bmod (p, 2)$ and $p=3, \ldots, 8$, with $n=750$

Example 3. A comparison between Table 2 and Table 4 shows that the portion of the spectrum of $n^{-2} L_{n}^{[p]}$ which is exactly described by $e_{p}(\theta)$, at least from a numerical viewpoint, grows from $\theta(3) / \pi \approx 0.082$ for $p=3$ to $\theta(4) / \pi \approx 0.101$ for $p=4$. Actually, this spectrum portion increases more and more with $p$, that is, $\theta(p)$ grows with $p$; see Figure 8 .

## 5.2 | Numerical experiments illustrating the performance of Algorithm 1

Example 4. Let $p=3$. Suppose we want to approximate the eigenvalues of $L_{n}^{[3]}$ (excluding the $n_{3}^{\text {out }}=2$ outliers) for $n=5000$. Let $\tilde{\lambda}_{j}^{(m)}\left(L_{n}^{[3]}\right)$ be the approximation of $\lambda_{j}\left(L_{n}^{[3]}\right)$ obtained by applying Algorithm 1 with $n_{1}=25 \cdot 2^{m-1}$ and $\alpha=4$. In Figure 9, we plot the relative errors

$$
\varepsilon_{j, n}^{[3], m}=\frac{\left|\lambda_{j}\left(L_{n}^{[3]}\right)-\tilde{\lambda}_{j}^{(m)}\left(L_{n}^{[3]}\right)\right|}{\left|\lambda_{j}\left(L_{n}^{[3]}\right)\right|}
$$

versus $\theta_{j, n}$ for $j=1, \ldots, n^{[3]}=n-1$ and $m=1, \ldots, 4$. We see from the figure that the errors decrease rather quickly as $m$ increases. A careful consideration of Figure 9 also reveals that, aside from the exceptional minima attained in a neighborhood of $\theta=0^{\ddagger}$, the local minima of $\varepsilon_{j, n}^{[3], m}$ are attained when $\theta_{j, n}$ is approximately equal to some of the

[^1]

FIGURE 9 Example 4, $p=3$ : errors $\varepsilon_{j, n}^{[3], m}$ versus $\theta_{j, n}$ for $j=1, \ldots, n-1$, in the case where $n=5000, n_{1}=25 \cdot 2^{m-1}$, and $\alpha=4$
coarse grid points $\theta_{j_{1}, n_{1}}, j_{1}=1, \ldots, n_{1}$. This is no surprise because for $\theta_{j, n}=\theta_{j_{1}, n_{1}}$ we have $\tilde{c}_{k, j}^{[3]}\left(\theta_{j, n}\right)=\tilde{c}_{k}^{[3]}\left(\theta_{j_{1}, n_{1}}\right)$ and $c_{k}^{[3]}\left(\theta_{j, n}\right)=c_{k}^{[3]}\left(\theta_{j_{1}, n_{1}}\right)$, which means that the error of the approximation $\tilde{c}_{k, j}^{[3]}\left(\theta_{j, n}\right) \approx c_{k}^{[3]}\left(\theta_{j, n}\right)$ reduces to the error of the approximation $\tilde{c}_{k}^{[3]}\left(\theta_{j_{1}, n_{1}}\right) \approx c_{k}^{[3]}\left(\theta_{j_{1}, n_{1}}\right)$; that is, we are not introducing further error due to the interpolation process.

Example 5. Let $p=4$. Suppose we want to approximate the eigenvalues of $L_{n}^{[4]}$ (excluding the $n_{4}^{\text {out }}=2$ outliers) for $n=5000$. Let $\tilde{\lambda}_{j}^{(m)}\left(L_{n}^{[4]}\right)$ be the approximation of $\lambda_{j}\left(L_{n}^{[4]}\right)$ obtained by applying Algorithm 1 with $n_{1}=10 \cdot 2^{m-1}$ and $\alpha=5$. In Figure 10, we plot the relative errors

$$
\varepsilon_{j, n}^{[4], m}=\frac{\left|\lambda_{j}\left(L_{n}^{[4]}\right)-\tilde{\lambda}_{j}^{(m)}\left(L_{n}^{[4]}\right)\right|}{\left|\lambda_{j}\left(L_{n}^{[4]}\right)\right|}
$$

versus $\theta_{j, n}$ for $j=1, \ldots, n^{[4]}=n$ and $m=1, \ldots, 4$. Considerations analogous to those of Example 4 apply also in this case.

## 6 | EXTENSION TO THE MULTIDIMENSIONAL SETTING

We present in this section the extension to the multidimensional setting of the analysis carried out in the previous sections. In what follows, we will systematically use the multi-index notation and the properties of tensor products as described in sections 2.1.1 and 2.6.1 in the work of Garoni et al. ${ }^{13}$ If $w_{i}: D_{i} \rightarrow \mathbb{C}, i=1, \ldots, d$, are arbitrary functions, we will denote by $w_{1} \otimes \cdots \otimes w_{d}: D_{1} \times \cdots \times D_{d} \rightarrow \mathbb{C}$ the tensor-product function

$$
\left(w_{1} \otimes \cdots \otimes w_{d}\right)\left(\xi_{1}, \ldots, \xi_{d}\right)=\prod_{i=1}^{d} w_{i}\left(\xi_{i}\right), \quad\left(\xi_{1}, \ldots, \xi_{d}\right) \in D_{1} \times \cdots \times D_{d} .
$$

## 6.1 | Problem setting

Consider the $d$-dimensional Laplacian eigenvalue problem

$$
\left\{\begin{array}{l}
-\Delta u(\mathbf{x})=\lambda u(\mathbf{x}), \quad \mathbf{x} \in(0,1)^{d},  \tag{32}\\
u(\mathbf{x})=0, \quad \mathbf{x} \in \partial\left((0,1)^{d}\right)
\end{array}\right.
$$

The corresponding weak formulation reads as follows: find eigenvalues $\lambda \in \mathbb{R}^{+}$and eigenfunctions $u \in H_{0}^{1}\left((0,1)^{d}\right)$ such that, for all $v \in H_{0}^{1}\left((0,1)^{d}\right)$,

$$
\mathrm{a}(u, v)=\lambda(u, v),
$$

where

$$
\mathrm{a}(u, v)=\int_{(0,1)^{d}} \nabla u(\mathbf{x}) \cdot \nabla v(\mathbf{x}) \mathrm{d} \mathbf{x}, \quad(u, v)=\int_{(0,1)^{d}} u(\mathbf{x}) v(\mathbf{x}) \mathrm{d} \mathbf{x} .
$$

In the "tensor-product version" of Galerkin's method, we choose $d$ finite-dimensional vector spaces $\mathscr{W}_{1}, \ldots, \mathscr{W}_{d} \subset$ $H_{0}^{1}(0,1)$ and we set

$$
\mathscr{W}=\mathscr{W}_{1} \otimes \cdots \otimes \mathscr{W}_{d}=\operatorname{span}\left(w_{1} \otimes \cdots \otimes w_{d}: w_{1} \in \mathscr{W}_{1}, \ldots, w_{d} \in \mathscr{W}_{d}\right) \subset H_{0}^{1}\left((0,1)^{d}\right) .
$$

Then, we define $N_{s}=\operatorname{dim} \mathscr{V}_{s}$ for $s=1, \ldots, d$ and $\boldsymbol{N}=\left(N_{1}, \ldots, N_{d}\right)$, and we look for approximations of the exact eigenpairs

$$
\begin{equation*}
\lambda_{j}=\sum_{i=1}^{d} j_{i}^{2} \pi^{2}, \quad u_{j}(\mathbf{x})=\prod_{i=1}^{d} \sin \left(j_{i} \pi x_{i}\right), \quad \boldsymbol{j}=\left(j_{1}, \ldots, j_{d}\right) \in \mathbb{N}^{d}, \tag{33}
\end{equation*}
$$

by solving the following Galerkin problem: Find $\lambda_{j}, \mathscr{W} \in \mathbb{R}^{+}$and $u_{j, \mathscr{W}} \in \mathscr{W}$, for $\boldsymbol{j}=\mathbf{1}, \ldots, \boldsymbol{N}$, such that, for all $v \in \mathscr{W}$,

$$
\begin{equation*}
\mathrm{a}\left(u_{j}, \mathscr{W}, v\right)=\lambda_{j, \mathscr{W}}\left(u_{j, \mathscr{W}}, v\right) \tag{34}
\end{equation*}
$$

If $\left\{\varphi_{1,[s]}, \ldots, \varphi_{N_{s}[s]}\right\}$ is a basis of $\mathscr{W}_{s}$ for $s=1, \ldots, d$, then

$$
\varphi_{i}=\varphi_{i_{1},[1]} \otimes \cdots \otimes \varphi_{i_{d},[d]}, \quad \boldsymbol{i}=\mathbf{1}, \ldots, \boldsymbol{N}
$$






FIGURE 10 Example 5, $p=4$ : errors $\varepsilon_{j, n}^{[4], m}$ versus $\theta_{j, n}$ for $j=1, \ldots, n$, in the case where $n=5000, n_{1}=10 \cdot 2^{m-1}$, and $\alpha=5$
is a basis of $\mathscr{W}$, and in view of the canonical identification between each $v \in \mathscr{W}$ and its coefficient vector with respect to $\left\{\varphi_{1}, \ldots, \varphi_{N}\right\}$, solving the Galerkin problem (34) is equivalent to solving the generalized eigenvalue problem

$$
\begin{equation*}
K \mathbf{u}_{j, \mathscr{W}}=\lambda_{j, \mathscr{W}} M \mathbf{u}_{j, \mathscr{W}}, \tag{35}
\end{equation*}
$$

where $\mathbf{u}_{j, \mathscr{W}}$ is the coefficient vector of $u_{j, \mathscr{W}}$ with respect to $\left\{\varphi_{1}, \ldots, \varphi_{N}\right\}$,

$$
\begin{align*}
& K=\left[\mathrm{a}\left(\varphi_{j}, \varphi_{i}\right)\right]_{i, j=1}^{N}=\left[\int_{(0,1)^{d}} \nabla \varphi_{j}(\mathbf{x}) \cdot \nabla \varphi_{i}(\mathbf{x}) \mathrm{d} \mathbf{x}\right]_{i, j=1}^{N}=\sum_{r=1}^{d}\left(\bigotimes_{s=1}^{r-1} M^{(s)}\right) \otimes K^{(r)} \otimes\left(\bigotimes_{s=r+1}^{d} M^{(s)}\right),  \tag{36}\\
& M=\left[\left(\varphi_{j}, \varphi_{i}\right)\right]_{i, j=1}^{N}=\left[\int_{(0,1)^{d}} \varphi_{j}(\mathbf{x}) \varphi_{i}(\mathbf{x}) \mathrm{d} \mathbf{x}\right]_{i, j=1}^{N}=\bigotimes_{s=1}^{d} M^{(s)}, \tag{37}
\end{align*}
$$

and

$$
\begin{aligned}
K^{(s)} & =\left[\int_{0}^{1} \varphi_{j,[s]}^{\prime}(x) \varphi_{i,[s]}^{\prime}(x) \mathrm{d} x\right]_{i, j=1}^{N_{s}}, \quad s=1, \ldots, d, \\
M^{(s)} & =\left[\int_{0}^{1} \varphi_{j,[s]}(x) \varphi_{i,[s]}(x) \mathrm{d} x\right]_{i, j=1}^{N_{s}}, \quad s=1, \ldots, d .
\end{aligned}
$$

The matrices $K$ and $M$ are, respectively, the stiffness matrix and the mass matrix. Both $K$ and $M$ are always symmetric positive definite, regardless of the basis functions $\varphi_{1}, \ldots, \varphi_{N}$. Moreover, it is clear from (35) that the numerical eigenvalues $\lambda_{\boldsymbol{j}, \mathscr{W}}, \boldsymbol{j}=\mathbf{1}, \ldots, \boldsymbol{N}$, are just the eigenvalues of the matrix

$$
\begin{equation*}
L=M^{-1} K=\sum_{r=1}^{d}\left(\bigotimes_{s=1}^{r-1} I_{N_{s}}\right) \otimes\left(M^{(r)}\right)^{-1} K^{(r)} \otimes\left(\bigotimes_{s=r+1}^{d} I_{N_{s}}\right) . \tag{38}
\end{equation*}
$$

In the IgA approximation of (32) based on uniform tensor-product B-splines of degree $\boldsymbol{p}=\left(p_{1}, \ldots, p_{d}\right)$, we look for approximations of the exact eigenpairs (33) by using the tensor-product version of the Galerkin method described above, in which the basis functions $\varphi_{1,[s]}, \ldots, \varphi_{N_{s}[s]}$ are chosen as the B-splines $N_{2,\left[p_{s}\right]}, \ldots, N_{n_{s}+p_{s}-1,\left[p_{s}\right]}$ for $s=1, \ldots, d$, where the functions $N_{i_{s}+1,\left[p_{s}\right]}, i_{s}=1, \ldots, n_{s}+p_{s}-2$, are defined in (8) for $n=n_{s}$ and $p=p_{s}$. Setting $\boldsymbol{n}=\left(n_{1}, \ldots, n_{d}\right)$, the resulting stiffness and mass matrices (36)-(37) are given by

$$
\begin{align*}
& K_{n}^{[p]}=\sum_{r=1}^{d}\left(\bigotimes_{s=1}^{r-1} M_{n_{s}}^{\left[p_{s}\right]}\right) \otimes K_{n_{r}}^{\left[p_{r}\right]} \otimes\left(\bigotimes_{s=r+1}^{d} M_{n_{s}}^{\left[p_{s}\right]}\right),  \tag{39}\\
& M_{n}^{[p]}=\bigotimes_{s=1}^{d} M_{n_{s}}^{\left[p_{s}\right]} \tag{40}
\end{align*}
$$

and the numerical eigenvalues $\lambda_{\boldsymbol{j}, \boldsymbol{n}}^{[\boldsymbol{p}]}, \boldsymbol{j}=\mathbf{1}, \ldots, \boldsymbol{n}+\boldsymbol{p}-\mathbf{2}$, are the eigenvalues of the matrix

$$
\begin{equation*}
L_{n}^{[p]}=\left(M_{n}^{[p]}\right)^{-1} K_{n}^{[p]}=\sum_{r=1}^{d}\left(\bigotimes_{s=1}^{r-1} I_{n_{s}+p_{s}-2}\right) \otimes L_{n_{r}}^{\left[p_{r}\right]} \otimes\left(\bigotimes_{s=r+1}^{d} I_{n_{s}+p_{s}-2}\right), \tag{41}
\end{equation*}
$$

where the matrices $K_{n}^{[p]}, M_{n}^{[p]}, L_{n}^{[p]}$ are defined in (10)-(12) for all $p, n \geq 1$.

## 6.2 | Eigenvalue-eigenvector structure of $\boldsymbol{L}_{\boldsymbol{n}}^{[\boldsymbol{p}]}$

We now show that the eigenvalue-eigenvector structure of $L_{n}^{[p]}$ is determined by the eigenvalue-eigenvector structure of the matrices $L_{n}^{[p]}$ for $p \in\left\{p_{1}, \ldots, p_{d}\right\}$. It will immediately follow that the eigenvalues and eigenvectors of $L_{n}^{[p]}$ are explicitly known for $\mathbf{1} \leq \boldsymbol{p} \leq \mathbf{2}$, due to the results of Section 3. Moreover, the parallel interpolation-extrapolation algorithm devised in Section 4 for computing the eigenvalues of $L_{n}^{[p]}$ also allows the computation of the eigenvalues of $L_{n}^{[p]}$.
For $p, n \geq 1$, let

$$
\begin{equation*}
L_{n}^{[p]}=V_{n}^{[p]} D_{n}^{[p]}\left(V_{n}^{[p]}\right)^{-1}, \quad D_{n}^{[p]}=\underset{j=1, \ldots, n+p-2}{\operatorname{diag}} \lambda_{j}\left(L_{n}^{[p]}\right), \tag{42}
\end{equation*}
$$

be a spectral decomposition of $L_{n}^{[p]}$. Note that such a decomposition exists because $L_{n}^{[p]}$ is diagonalizable, due to the similarity equation

$$
L_{n}^{[p]}=\left(M_{n}^{[p]}\right)^{-1} K_{n}^{[p]}=\left(M_{n}^{[p]}\right)^{-1 / 2}\left[\left(M_{n}^{[p]}\right)^{-1 / 2} K_{n}^{[p]}\left(M_{n}^{[p]}\right)^{-1 / 2}\right]\left(M_{n}^{[p]}\right)^{1 / 2}
$$

It follows from (42) and the properties of tensor products that

$$
\begin{align*}
L_{\boldsymbol{n}}^{[\boldsymbol{p}]} & =\sum_{r=1}^{d}\left(\bigotimes_{s=1}^{r-1} I_{n_{s}+p_{s}-2}\right) \otimes L_{n_{r}}^{\left[p_{r}\right]} \otimes\left(\bigotimes_{s=r+1}^{d} I_{n_{s}+p_{s}-2}\right) \\
& =\left(\bigotimes_{s=1}^{d} V_{n_{s}}^{\left[p_{s}\right]}\right)\left[\sum_{r=1}^{d}\left(\bigotimes_{s=1}^{r-1} I_{n_{s}+p_{s}-2}\right) \otimes D_{n_{r}}^{\left[p_{r}\right]} \otimes\left(\bigotimes_{s=r+1}^{d} I_{n_{s}+p_{s}-2}\right)\right]\left(\bigotimes_{s=1}^{d} V_{n_{s}}^{\left[p_{s}\right]}\right)^{-1}, \tag{43}
\end{align*}
$$

which is a spectral decomposition of $L_{\boldsymbol{n}}^{[\boldsymbol{p}]}$. More explicitly, let $\mathbf{v}_{1, n}^{[p]}, \ldots, \mathbf{v}_{n+p-2, n}^{[p]}$ be the columns of $V_{n}^{[p]}$, that is, the eigenvectors of $L_{n}^{[p]}$,

$$
L_{n}^{[p]} \mathbf{v}_{j, n}^{[p]}=\lambda_{j}\left(L_{n}^{[p]}\right) \mathbf{v}_{j, n}^{[p]}, \quad j=1, \ldots, n+p-2,
$$

and let

$$
\begin{equation*}
\mathbf{v}_{\boldsymbol{j}, \boldsymbol{n}}^{[\boldsymbol{p}]}=\bigotimes_{s=1}^{d} \mathbf{v}_{j_{s}, n_{s}}^{\left[p_{s}\right]}, \quad \boldsymbol{j}=\mathbf{1}, \ldots, \boldsymbol{n}+\boldsymbol{p}-\mathbf{2} \tag{44}
\end{equation*}
$$

Then, we can rewrite (43) as

$$
L_{\boldsymbol{n}}^{[\boldsymbol{p}]} \mathbf{v}_{\boldsymbol{j}, \boldsymbol{n}}^{[\boldsymbol{p}]}=\lambda_{\boldsymbol{j}}\left(L_{\boldsymbol{n}}^{[\boldsymbol{p}]}\right) \mathbf{v}_{\boldsymbol{j}, \boldsymbol{n}}^{[\boldsymbol{p}]}, \quad \boldsymbol{j}=\mathbf{1}, \ldots, \boldsymbol{n}+\boldsymbol{p}-\mathbf{2}
$$

where

$$
\begin{equation*}
\lambda_{\boldsymbol{j}}\left(L_{\boldsymbol{n}}^{[\boldsymbol{p}]}\right)=\sum_{r=1}^{d} \lambda_{j_{r}}\left(L_{n_{r}}^{\left[p_{r}\right]}\right), \quad \boldsymbol{j}=\mathbf{1}, \ldots, \boldsymbol{n}+\boldsymbol{p}-\mathbf{2} \tag{45}
\end{equation*}
$$

In other words, the eigenvalue-eigenvector pairs of $L_{\boldsymbol{n}}^{[\boldsymbol{p}]}$ are

$$
\left(\lambda_{\boldsymbol{j}}\left(L_{\boldsymbol{n}}^{[\boldsymbol{p}]}\right), \mathbf{v}_{\boldsymbol{j}, \boldsymbol{n}}^{[\boldsymbol{p}]}\right), \quad \boldsymbol{j}=\mathbf{1}, \ldots, \boldsymbol{n}+\boldsymbol{p}-\mathbf{2}
$$

with $\mathbf{v}_{\boldsymbol{j}, \boldsymbol{n}}^{[\boldsymbol{p}]}$ and $\lambda_{\boldsymbol{j}}\left(L_{\boldsymbol{n}}^{[\boldsymbol{p}]}\right)$ defined as in (44) and (45), respectively.

## 7 | CONCLUSIONS AND PERSPECTIVES

We have considered the B-spline IgA approximation of the $d$-dimensional Laplacian eigenvalue problem (32). Through tensor-product arguments, we have shown that the eigenvalue-eigenvector structure of the resulting discretization matrix $L_{\boldsymbol{n}}^{[\boldsymbol{p}]}$ is completely determined by the eigenvalue-eigenvector structure of the matrix $L_{n}^{[p]}$ arising from the B-spline IgA approximation of the unidimensional eigenproblem (1). As for the matrix $L_{n}^{[p]}$, we implemented the program detailed in items 1 to 5 of Section 1.2. We conclude this work by suggesting a few possible future lines of research:

- Provide a formal proof of the asymptotic eigenvalue expansion (18). Considering that the eigenvalue expansion (18) is strongly connected with the eigenvalue expansion for preconditioned Toeplitz matrices, ${ }^{20}$ a proof of the former may suggest the way to prove the latter and vice versa. Insights on how to perform these proofs might be gained from the works of Bogoya et al. ${ }^{22-24}$ where a completely analogous eigenvalue expansion was proved for Toeplitz matrices.
- By the results of Bogoya et al., ${ }^{20-24}$ Toeplitz and preconditioned Toeplitz matrices possess asymptotic eigenvalue expansions completely analogous to (18). The matrices arising from the discretization of a linear PDE by a linear numerical method-hereinafter referred to as PDE discretization matrices-usually have a Toeplitz or Toeplitz-related structure. For example, in the case of a constant-coefficient PDE, the matrix structure is often a small perturbation of a pure Toeplitz structure, whereas in the case of a variable-coefficient PDE, the matrix structure is often a so-called (generalized) locally Toeplitz structure ${ }^{12,13,33,34}$; see in particular section 7.1 in the work of Garoni et al. ${ }^{12}$ A natural question then follows: Do we have asymptotic expansions also for the eigenvalues of PDE discretization matrices? This paper has provided a positive answer in the case where the PDE is the Laplacian eigenproblem (32) and the numerical method is the B-spline IgA. It is clear, however, that the previous question opens the doors to a series of possible future
research works, whose purpose is not only to ascertain the existence of an asymptotic eigenvalue expansion for PDE discretization matrices but also to exploit this expansion (if any) for computing the eigenvalues themselves through fast interpolation-extrapolation procedures (such as Algorithm 1).
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## APPENDIXA

## Proofs of the theorems stated in Section 2

We first recall from section 3 in the work of Garoni et al. ${ }^{9}$ that, for every $p \geq 0$ and $\theta \in[0, \pi]$,

$$
\begin{equation*}
g_{p}(\theta)=\sum_{k \in \mathbb{Z}}\left|\widehat{\phi_{p}}(\theta+2 k \pi)\right|^{2} \tag{A1}
\end{equation*}
$$

where $\widehat{\phi_{p}}$ is the Fourier transform of the cardinal B-spline $\phi_{p}$, whose modulus is given by

$$
\begin{equation*}
\left|\widehat{\phi_{p}}(\theta)\right|^{2}=\left(\frac{2-2 \cos (\theta)}{\theta^{2}}\right)^{p+1} \tag{A2}
\end{equation*}
$$

see the work of Chui. ${ }^{35}$ The next lemma is fundamental to our purposes.

Lemma 1. For $p \geq 1$ and $\theta \in[0, \pi]$, we have

$$
\begin{equation*}
\frac{9}{5} \pi(\pi-\theta)\left(\frac{\theta}{2 \pi-\theta}\right)^{2 p+2} \leq e_{p}(\theta)-\theta^{2} \leq 4 \pi(\pi-\theta)\left(\frac{\theta}{2 \pi-\theta}\right)^{2 p+2}+5 \theta^{2}\left(\frac{\theta}{2 \pi+\theta}\right)^{2 p} \tag{A3}
\end{equation*}
$$

Proof. From (16) and (A1)-(A2), we obtain

$$
\begin{aligned}
& f_{p}(\theta)=(2-2 \cos (\theta))^{p+1} \sum_{k \in \mathbb{Z}} \frac{1}{(\theta+2 k \pi)^{2 p}}=(2-2 \cos (\theta))^{p+1}\left[\frac{1}{\theta^{2 p}}+\sum_{k \neq 0} \frac{1}{(\theta+2 k \pi)^{2 p}}\right], \\
& g_{p}(\theta)=(2-2 \cos (\theta))^{p+1} \sum_{k \in \mathbb{Z}} \frac{1}{(\theta+2 k \pi)^{2 p+2}}=(2-2 \cos (\theta))^{p+1}\left[\frac{1}{\theta^{2 p+2}}+\sum_{k \neq 0} \frac{1}{(\theta+2 k \pi)^{2 p+2}}\right] .
\end{aligned}
$$

By setting

$$
r_{p}(\theta)=\theta^{2 p} \sum_{k \neq 0} \frac{1}{(\theta+2 k \pi)^{2 p}} \geq 0
$$

we see that

$$
\begin{equation*}
e_{p}(\theta)-\theta^{2}=\frac{f_{p}(\theta)}{g_{p}(\theta)}-\theta^{2}=\theta^{2} \frac{1+r_{p}(\theta)}{1+r_{p+1}(\theta)}-\theta^{2}=\theta^{2} \frac{r_{p}(\theta)-r_{p+1}(\theta)}{1+r_{p+1}(\theta)} \tag{A4}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
r_{p}(\theta)-r_{p+1}(\theta)=\theta^{2 p}\left(A_{p,+}(\theta)+A_{p,-}(\theta)\right) \tag{A5}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{p,+}(\theta)=\sum_{k \geq 1} \frac{1}{(2 k \pi+\theta)^{2 p}}\left(1-\frac{\theta^{2}}{(2 k \pi+\theta)^{2}}\right),  \tag{A6}\\
& A_{p,-}(\theta)=\sum_{k \geq 1} \frac{1}{(2 k \pi-\theta)^{2 p}}\left(1-\frac{\theta^{2}}{(2 k \pi-\theta)^{2}}\right) . \tag{A7}
\end{align*}
$$

Assume $\theta \in[0, \pi]$. We observe that

$$
0 \leq 1-\frac{\theta^{2}}{(2 k \pi+\theta)^{2}} \leq 1, \quad k \geq 1
$$

which implies that

$$
\begin{aligned}
A_{p,+}(\theta) & \leq \frac{1}{(2 \pi+\theta)^{2 p}}+\sum_{k \geq 2} \frac{1}{(2 k \pi+\theta)^{2 p}} \leq \frac{1}{(2 \pi+\theta)^{2 p}}+\int_{1}^{+\infty} \frac{\mathrm{d} \kappa}{(2 \pi \kappa+\theta)^{2 p}} \\
& =\frac{1}{(2 \pi+\theta)^{2 p}}+\frac{1}{2 \pi(2 p-1)(2 \pi+\theta)^{2 p-1}} \leq \frac{5}{2} \frac{1}{(2 \pi+\theta)^{2 p}}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
A_{p,-}(\theta) & \leq \frac{4 \pi(\pi-\theta)}{(2 \pi-\theta)^{2 p+2}}+\frac{8 \pi(2 \pi-\theta)}{(4 \pi-\theta)^{2 p+2}}+\sum_{k \geq 3} \frac{1}{(2 k \pi-\theta)^{2 p}} \\
& \leq \frac{4 \pi(\pi-\theta)}{(2 \pi-\theta)^{2 p+2}}+\frac{8 \pi(2 \pi-\theta)}{(4 \pi-\theta)^{2 p+2}}+\int_{2}^{+\infty} \frac{\mathrm{d} \kappa}{(2 \pi \kappa-\theta)^{2 p}} \\
& =\frac{4 \pi(\pi-\theta)}{(2 \pi-\theta)^{2 p+2}}+\frac{8 \pi(2 \pi-\theta)}{(4 \pi-\theta)^{2 p+2}}+\frac{1}{2 \pi(2 p-1)(4 \pi-\theta)^{2 p-1}} \\
& \leq \frac{4 \pi(\pi-\theta)}{(2 \pi-\theta)^{2 p+2}}+\frac{5}{2} \frac{1}{(2 \pi+\theta)^{2 p}},
\end{aligned}
$$

where we have exploited the fact that

$$
4 \pi-\theta \geq 2 \pi+\theta, \quad \frac{8 \pi(2 \pi-\theta)}{(4 \pi-\theta)^{2}} \leq 1
$$

By combining (A4) and (A5) with the obtained upper bounds for $A_{p,+}$ and $A_{p,-}$, we get the upper bound in (A3).
To prove the lower bound in (A3), we use the inequality

$$
\begin{aligned}
r_{p+1}(\theta) & \leq \theta^{2 p+2}\left(\frac{1}{(2 \pi+\theta)^{2 p+2}}+\frac{1}{(2 \pi-\theta)^{2 p+2}}+\int_{1}^{+\infty}\left[\frac{1}{(2 \pi \kappa+\theta)^{2 p+2}}+\frac{1}{(2 \pi \kappa-\theta)^{2 p+2}}\right] \mathrm{d} \kappa\right) \\
& =\theta^{2 p+2}\left(\frac{1}{(2 \pi+\theta)^{2 p+2}}+\frac{1}{(2 \pi-\theta)^{2 p+2}}+\frac{1}{2 \pi(2 p+1)}\left[\frac{1}{(2 \pi+\theta)^{2 p+1}}+\frac{1}{(2 \pi-\theta)^{2 p+1}}\right]\right) .
\end{aligned}
$$

Note that

$$
\frac{1}{(2 \pi+\theta)^{q}}+\frac{1}{(2 \pi-\theta)^{q}} \leq \frac{1}{(3 \pi)^{q}}+\frac{1}{\pi^{q}}, \quad q \geq 1
$$

because the function on the left-hand side is monotone increasing for $\theta \in[0, \pi]$. Therefore, for $p \geq 1$,

$$
r_{p+1}(\theta) \leq\left(\frac{\theta}{\pi}\right)^{2 p+2}\left(\frac{1}{3^{2 p+2}}+1+\frac{1}{2(2 p+1)}\left[\frac{1}{3^{2 p+1}}+1\right]\right) \leq \frac{1}{81}+1+\frac{1}{6}\left[\frac{1}{27}+1\right]=\frac{32}{27}
$$

Moreover, from (A6) and (A7), we deduce that

$$
A_{p,+}(\theta)+A_{p,-}(\theta)=\sum_{k \geq 1} \frac{4 k \pi(k \pi+\theta)}{(2 k \pi+\theta)^{2 p+2}}+\frac{4 k \pi(k \pi-\theta)}{(2 k \pi-\theta)^{2 p+2}} \geq \frac{4 \pi(\pi-\theta)}{(2 \pi-\theta)^{2 p+2}}
$$

Taking into account (A5), we arrive at

$$
\frac{r_{p}(\theta)-r_{p+1}(\theta)}{1+r_{p+1}(\theta)} \geq \frac{4 \pi(\pi-\theta)}{(2 \pi-\theta)^{2}}\left(\frac{\theta}{2 \pi-\theta}\right)^{2 p} \frac{27}{59}
$$

In view of (A4), this immediately gives the lower bound in (A3).
We are now ready to prove Theorems 1 and 3.
Proof of Theorem 1. From the upper bound in (A3), we have

$$
\max _{\theta \in[0, \pi]}\left|e_{p}(\theta)-\theta^{2}\right| \leq \max _{\theta \in[0, \pi]}\left[4 \pi(\pi-\theta)\left(\frac{\theta}{2 \pi-\theta}\right)^{2 p+2}+5 \theta^{2}\left(\frac{\theta}{2 \pi+\theta}\right)^{2 p}\right] .
$$

By setting $z=\frac{\theta}{\pi} \in[0,1]$, we obtain

$$
\begin{aligned}
\max _{\theta \in[0, \pi]}\left|e_{p}(\theta)-\theta^{2}\right| & \leq \max _{z \in[0,1]}\left[4 \pi^{2}(1-z)\left(\frac{z}{2-z}\right)^{2 p+2}+5 \pi^{2} z^{2}\left(\frac{z}{2+z}\right)^{2 p}\right] \\
& \leq \max _{z \in[0,1]} 5 \pi^{2}\left[\left(\frac{z}{2-z}\right)^{2 p+2}\left(1-\frac{z}{2-z}\right)+\frac{1}{3^{2 p}}\right]
\end{aligned}
$$

Finally, by setting $y=\frac{z}{2-z} \in[0,1]$ and observing that

$$
\max _{y \in[0,1]} y^{2 p+2}(1-y)=\left(1-\frac{1}{2 p+3}\right)^{2 p+2} \frac{1}{2 p+3} \leq \frac{1}{2 p+3}
$$

we get

$$
\max _{\theta \in[0, \pi]}\left|e_{p}(\theta)-\theta^{2}\right| \leq 5 \pi^{2}\left(\frac{1}{2 p+3}+\frac{1}{3^{2 p}}\right)
$$

This concludes the proof.
Proof of Theorem 3. For $p=1$, the bounds $1 / 3 \leq w_{p}(\theta) \leq 1$ stated in the theorem hold because we know from (14) that

$$
g_{0}(\theta)=1, \quad g_{1}(\theta)=\frac{2}{3}+\frac{1}{3} \cos (\theta) .
$$

In the following, we focus on the case $p \geq 2$. From (17), it is clear that the bounds hold for $\theta=0$. From (16) and (A3), we deduce that, for $\theta \in(0, \pi]$,

$$
\begin{aligned}
1 & \leq \frac{1}{\theta^{2}} \frac{f_{p}(\theta)}{g_{p}(\theta)}=\frac{2-2 \cos (\theta)}{\theta^{2}} \frac{g_{p-1}(\theta)}{g_{p}(\theta)} \leq 1+\frac{4 \pi(\pi-\theta)}{(2 \pi-\theta)^{2}}\left(\frac{\theta}{2 \pi-\theta}\right)^{2 p}+5\left(\frac{\theta}{2 \pi+\theta}\right)^{2 p} \\
& \leq 1+\frac{4 \pi(\pi-\theta)}{(2 \pi-\theta)^{2}}\left(\frac{\theta}{2 \pi-\theta}\right)^{4}+5\left(\frac{1}{3}\right)^{4} \leq 1+\frac{3}{20}+\frac{5}{81}<\frac{12}{\pi^{2}}
\end{aligned}
$$

Because

$$
1 \leq \frac{\theta^{2}}{2-2 \cos (\theta)} \leq \frac{\pi^{2}}{4}, \quad \theta \in(0, \pi]
$$

we obtain

$$
1 \leq \frac{g_{p-1}(\theta)}{g_{p}(\theta)}<3
$$

which is equivalent to $1 / 3<w_{p}(\theta) \leq 1$.

In order to prove Theorem 2, further work is needed. In particular, we shall need to analyze the auxiliary functions

$$
\begin{equation*}
R_{k, p}(\omega)=\left(\frac{\omega}{k \pi+\omega}\right)^{2 p+1}-\left(\frac{\omega}{k \pi-\omega}\right)^{2 p+1}, \quad k, p \geq 1, \quad \omega \in\left[0, \frac{\pi}{2}\right] . \tag{A8}
\end{equation*}
$$

The next three technical lemmas are devoted to this purpose.
Lemma 2. For $p \geq 1$ and $k \geq 2$, the function

$$
\begin{equation*}
R_{k, p+1}(\omega)-R_{k, p}(\omega) \tag{A9}
\end{equation*}
$$

is nonnegative, monotone increasing, and convex for $\omega \in\left[0, \frac{\pi}{2}\right]$.
Proof. Assume $\omega \in\left[0, \frac{\pi}{2}\right]$. We have

$$
R_{k, p+1}(\omega)-R_{k, p}(\omega)=z_{k}^{2 p+3}-z_{k}^{2 p+1}+y_{k}^{2 p+1}-y_{k}^{2 p+3}, \quad k \geq 1,
$$

where

$$
\begin{equation*}
y_{k}=\frac{\omega}{k \pi-\omega}, \quad z_{k}=\frac{\omega}{k \pi+\omega} . \tag{A10}
\end{equation*}
$$

It is easy to check that $y_{k}$ is a monotone increasing and convex function of $\omega$. Similarly, $z_{k}$ is a monotone increasing and concave function of $\omega$. Moreover,

$$
\begin{equation*}
\frac{z_{k}}{y_{k}}=\frac{1}{1+2 y_{k}}, \quad \frac{z_{k}^{\prime}}{y_{k}^{\prime}}=\left(\frac{z_{k}}{y_{k}}\right)^{2}, \quad \frac{z_{k}^{\prime \prime}}{y_{k}^{\prime \prime}}=-\left(\frac{z_{k}}{y_{k}}\right)^{3}, \quad k \geq 1 \tag{A11}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq z_{k} \leq y_{k} \leq \frac{1}{2 k-1} \leq \frac{1}{3}, \quad k \geq 2 \tag{A12}
\end{equation*}
$$

Proving the nonnegativity of the function in (A9) is equivalent to showing that

$$
y_{k}^{2 p+1}\left(1-y_{k}^{2}\right) \geq z_{k}^{2 p+1}\left(1-z_{k}^{2}\right) .
$$

In view of (A11), this is equivalent to

$$
\frac{1-y_{k}^{2}}{1-z_{k}^{2}} \geq \frac{1}{\left(1+2 y_{k}\right)^{2 p+1}}
$$

Because

$$
\frac{1-y_{k}^{2}}{1-z_{k}^{2}} \geq 1-y_{k}^{2}
$$

it suffices to prove that

$$
1-y_{k}^{2} \geq \frac{1}{\left(1+2 y_{k}\right)^{2 p+1}}
$$

A direct computation shows that the above inequality holds for $y_{k} \in[0,1 / 3]$ (it is enough to verify it for $p=1$, as the right-hand side decreases with $p$ ). Taking into account (A12), this proves the nonnegativity of (A9) for $k \geq 2$.
We now show that the function (A9) is convex. With some elementary manipulations, we obtain

$$
\begin{equation*}
R_{k, p+1}^{\prime \prime}(\omega)-R_{k, p}^{\prime \prime}(\omega)=A_{k}+B_{k}-C_{k}-D_{k}, \tag{A13}
\end{equation*}
$$

where

$$
\begin{array}{ll}
A_{k}=2 y_{k}^{2 p-1}\left(y_{k}^{\prime}\right)^{2}\left[p(2 p+1)-(p+1)(2 p+3) y_{k}^{2}\right], & B_{k}=y_{k}^{2 p} y_{k}^{\prime \prime}\left[2 p+1-(2 p+3) y_{k}^{2}\right], \\
C_{k}=2 z_{k}^{2 p-1}\left(z_{k}^{\prime}\right)^{2}\left[p(2 p+1)-(p+1)(2 p+3) z_{k}^{2}\right], & D_{k}=z_{k}^{2 p} z_{k}^{\prime \prime}\left[2 p+1-(2 p+3) z_{k}^{2}\right] .
\end{array}
$$

From (A12), it follows that, for $p \geq 1$ and $k \geq 2$,

$$
p(2 p+1)-(p+1)(2 p+3) x_{k}^{2}>0, \quad 2 p+1-(2 p+3) x_{k}^{2}>0, \quad x_{k}=y_{k}, z_{k} .
$$

As a consequence, we have $B_{k} \geq 0$ and $D_{k} \leq 0$ because $y_{k}^{\prime \prime} \geq 0$ and $z_{k}^{\prime \prime} \leq 0$. In the following, we show that $A_{k} \geq C_{k}$. Taking into account (A11), this is equivalent to proving that

$$
\frac{p(2 p+1)-(p+1)(2 p+3) y_{k}^{2}}{p(2 p+1)-(p+1)(2 p+3) z_{k}^{2}} \geq\left(\frac{z_{k}}{y_{k}}\right)^{2 p-1}\left(\frac{z_{k}^{\prime}}{y_{k}^{\prime}}\right)^{2}=\frac{1}{\left(1+2 y_{k}\right)^{2 p+3}}
$$

Because

$$
\frac{p(2 p+1)-(p+1)(2 p+3) y_{k}^{2}}{p(2 p+1)-(p+1)(2 p+3) z_{k}^{2}} \geq \frac{p(2 p+1)-(p+1)(2 p+3) y_{k}^{2}}{p(2 p+1)},
$$

it suffices to prove that

$$
1-\frac{(p+1)(2 p+3)}{p(2 p+1)} y_{k}^{2} \geq \frac{1}{\left(1+2 y_{k}\right)^{2 p+3}}
$$

The above inequality holds for $p \geq 1$ and $y_{k} \in[0,1 / 3]$ (it is enough to verify it for $p=1$ ). Recalling (A12), this shows the convexity of (A9).

Finally, the monotonicity of the function (A9) follows from convexity by observing that the first derivative vanishes at $\omega=0$.

Lemma 3. For $p \geq 1$, the function

$$
\begin{equation*}
R_{1, p+1}(\omega)-R_{1, p}(\omega) \tag{A14}
\end{equation*}
$$

is nonnegative for $\omega \in\left[0, \omega_{p}^{*}\right]$ and concave for $\omega \in\left[\omega_{p}^{*}, \frac{\pi}{2}\right]$, where

$$
\begin{equation*}
\omega_{p}^{*}=\frac{\pi}{2}\left(1-\frac{1}{48 p-1}\right) . \tag{A15}
\end{equation*}
$$

Proof. Along the proof, we use the same notation as in the proof of Lemma 2. We first address the nonnegativity. With the same line of arguments as in the proof of Lemma 2, we deduce that the function in (A14) is nonnegative if

$$
1-y_{1}^{2} \geq \frac{1}{\left(1+2 y_{1}\right)^{2 p+1}}
$$

The above inequality holds for $p \geq 1$ whenever

$$
\begin{equation*}
0 \leq y_{1} \leq 1-\frac{1}{24 p}=y_{1, p}^{*} \tag{A16}
\end{equation*}
$$

In view of (A10) and (A15), this is equivalent to $0 \leq \omega \leq \omega_{p}^{*}$.
We now prove concavity. Similar to (A13), we have

$$
R_{1, p+1}^{\prime \prime}(\omega)-R_{1, p}^{\prime \prime}(\omega)=A_{1}+B_{1}-C_{1}-D_{1}
$$

where

$$
\begin{array}{ll}
A_{1}=2 y_{1}^{2 p-1}\left(y_{1}^{\prime}\right)^{2}\left[p(2 p+1)-(p+1)(2 p+3) y_{1}^{2}\right], & B_{1}=y_{1}^{2 p} y_{1}^{\prime \prime}\left[2 p+1-(2 p+3) y_{1}^{2}\right] \\
C_{1}=2 z_{1}^{2 p-1}\left(z_{1}^{\prime}\right)^{2}\left[p(2 p+1)-(p+1)(2 p+3) z_{1}^{2}\right], & D_{1}=z_{1}^{2 p} z_{1}^{\prime \prime}\left[2 p+1-(2 p+3) z_{1}^{2}\right]
\end{array}
$$

Because $0 \leq z_{1} \leq \frac{1}{3}$, we have

$$
p(2 p+1)-(p+1)(2 p+3) z_{1}^{2}>0, \quad 2 p+1-(2 p+3) z_{1}^{2}>0 .
$$

Moreover, for $y_{1} \geq y_{1, p}^{*}$,

$$
p(2 p+1)-(p+1)(2 p+3) y_{1}^{2}<0, \quad 2 p+1-(2 p+3) y_{1}^{2}<0 .
$$

Hence, $A_{1}<0$ and $C_{1}>0$ for $\omega \in\left[\omega_{p}^{*}, \frac{\pi}{2}\right]$. In the following, for $\omega \in\left[\omega_{p}^{*}, \frac{\pi}{2}\right]$, we prove that $B_{1} \leq D_{1}$ or, equivalently,

$$
\frac{2 p+1-(2 p+3) y_{1}^{2}}{2 p+1-(2 p+3) z_{1}^{2}} \leq\left(\frac{z_{1}}{y_{1}}\right)^{2 p} \frac{z_{1}^{\prime \prime}}{y_{1}^{\prime \prime}}
$$

By (A11), this is equivalent to

$$
\frac{(2 p+3) y_{1}^{2}-(2 p+1)}{2 p+1-(2 p+3) z_{1}^{2}} \geq \frac{1}{\left(1+2 y_{1}\right)^{2 p+3}}
$$

Because

$$
\frac{(2 p+3) y_{1}^{2}-(2 p+1)}{2 p+1-(2 p+3) z_{1}^{2}} \geq \frac{(2 p+3) y_{1}^{2}-(2 p+1)}{2 p+1-(2 p+1) z_{1}^{2}}=\left(\frac{2 p+3}{2 p+1} y_{1}^{2}-1\right) \frac{1}{1-z_{1}^{2}} \geq \frac{2 p+3}{2 p+1} y_{1}^{2}-1,
$$

it suffices to prove that, for $\omega \in\left[\omega_{p}^{*}, \frac{\pi}{2}\right]$,

$$
\begin{equation*}
\frac{2 p+3}{2 p+1} y_{1}^{2}-1 \geq \frac{1}{\left(1+2 y_{1}\right)^{2 p+3}} \tag{A17}
\end{equation*}
$$

Note that the left-hand side in (A17) is monotone increasing, whereas the right-hand side is monotone decreasing. Thus, the observation that the inequality (A17) holds for $y_{1}=y_{1, p}^{*}$ and $p \geq 1$ concludes the proof.

Lemma 4. For $p \geq 1$ and $\omega \in\left[0, \frac{\pi}{2}\right]$, we have

$$
\begin{equation*}
1+(p+1) \sum_{k \geq 1} R_{k, p+1}(\omega)-p \sum_{k \geq 1} R_{k, p}(\omega) \geq 0 . \tag{A18}
\end{equation*}
$$

Proof. Assume $\omega \in\left[0, \frac{\pi}{2}\right]$. When taking the derivative of $R_{k, p}$,

$$
\begin{equation*}
R_{k, p}^{\prime}(\omega)=(2 p+1)\left[\left(\frac{\omega}{k \pi+\omega}\right)^{2 p} \frac{k \pi}{(k \pi+\omega)^{2}}-\left(\frac{\omega}{k \pi-\omega}\right)^{2 p} \frac{k \pi}{(k \pi-\omega)^{2}}\right] \leq 0, \tag{A19}
\end{equation*}
$$

we see that $R_{k, p}(\omega)$ is a monotone decreasing function with $R_{k, p}(0)=0$. In addition,

$$
\begin{equation*}
\sum_{k \geq 1} R_{k, p}\left(\frac{\pi}{2}\right)=\sum_{k \geq 1}\left[\frac{1}{(2 k+1)^{2 p+1}}-\frac{1}{(2 k-1)^{2 p+1}}\right]=-1, \tag{A20}
\end{equation*}
$$

so

$$
\begin{equation*}
1+\sum_{k \geq 1} R_{k, p+1}(\omega) \geq 1+\sum_{k \geq 1} R_{k, p}\left(\frac{\pi}{2}\right)=0 . \tag{A21}
\end{equation*}
$$

In the following, we prove that the sum of the remaining terms in (A18) is nonnegative as well, that is,

$$
p \sum_{k \geq 1}\left[R_{k, p+1}(\omega)-R_{k, p}(\omega)\right] \geq 0 .
$$

From Lemmas 2 and 3, it follows that this is true for $\omega \in\left[0, \omega_{p}^{*}\right]$. Therefore, it remains to show that

$$
\begin{equation*}
S_{p}(\omega)=\sum_{k \geq 2}\left[R_{k, p+1}(\omega)-R_{k, p}(\omega)\right] \geq R_{1, p}(\omega)-R_{1, p+1}(\omega), \quad \omega \in\left[\omega_{p}^{*}, \frac{\pi}{2}\right] . \tag{A22}
\end{equation*}
$$

To this end, we first deduce from (A20) that

$$
\sum_{k \geq 1}\left[R_{k, p+1}\left(\frac{\pi}{2}\right)-R_{k, p}\left(\frac{\pi}{2}\right)\right]=0,
$$

implying that

$$
S_{p}\left(\frac{\pi}{2}\right)=R_{1, p}\left(\frac{\pi}{2}\right)-R_{1, p+1}\left(\frac{\pi}{2}\right)=\frac{1}{3^{2 p+1}}-\frac{1}{3^{2 p+3}} \geq 0 .
$$

Moreover, from (A19), we get

$$
R_{k, p}^{\prime}\left(\frac{\pi}{2}\right)=(2 p+1) \frac{4 k}{\pi}\left[\frac{1}{(2 k+1)^{2 p+2}}-\frac{1}{(2 k-1)^{2 p+2}}\right],
$$
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$$
\begin{aligned}
S_{p}^{\prime}\left(\frac{\pi}{2}\right) & =R_{2, p+1}^{\prime}\left(\frac{\pi}{2}\right)-R_{2, p}^{\prime}\left(\frac{\pi}{2}\right)+\sum_{k \geq 3}\left[R_{k, p+1}^{\prime}\left(\frac{\pi}{2}\right)-R_{k, p}^{\prime}\left(\frac{\pi}{2}\right)\right] \\
& \leq \frac{16(p+1)}{3^{2 p+2} \pi}+\frac{4}{\pi} \sum_{k \geq 3}\left[\frac{(2 p+3) k}{(2 k+1)^{2 p+4}}+\frac{(2 p+1) k}{(2 k-1)^{2 p+2}}\right] \\
& \leq \frac{16(p+1)}{3^{2 p+2} \pi}+\frac{12}{5 \pi} \sum_{k \geq 3}\left[\frac{2 p+3}{(2 k+1)^{2 p+3}}+\frac{2 p+1}{(2 k-1)^{2 p+1}}\right] \\
& \leq \frac{16(p+1)}{3^{2 p+2} \pi}+\frac{12}{5 \pi} \int_{2}^{+\infty}\left[\frac{2 p+3}{(2 \kappa+1)^{2 p+3}}+\frac{2 p+1}{(2 \kappa-1)^{2 p+1}}\right] \mathrm{d} \kappa \\
& =\frac{16(p+1)}{3^{2 p+2} \pi}+\frac{6}{5 \pi}\left[\frac{2 p+3}{2(p+1) 5^{2 p+2}}+\frac{2 p+1}{2 p 3^{2 p}}\right] \\
& \leq \frac{p+1}{3^{2 p-1} \pi}=m_{p} .
\end{aligned}
$$

From Lemma 2, it follows that $S_{p}(\omega)$ is convex on $\left[0, \frac{\pi}{2}\right]$, so

$$
\begin{equation*}
S_{p}(\omega) \geq\left(\omega-\frac{\pi}{2}\right) m_{p}+S_{p}\left(\frac{\pi}{2}\right)=T_{p}(\omega) . \tag{A23}
\end{equation*}
$$

The straight line $T_{p}(\omega)$ vanishes at

$$
\hat{\omega}_{p}=\frac{\pi}{2}-S_{p}\left(\frac{\pi}{2}\right) \frac{1}{m_{p}}=\frac{\pi}{2}-\left(\frac{1}{3^{2 p+1}}-\frac{1}{3^{2 p+3}}\right) \frac{3^{2 p-1} \pi}{p+1}=\frac{\pi}{2}-\frac{8 \pi}{81(p+1)},
$$

and

$$
\hat{\omega}_{p}=\frac{\pi}{2}\left(1-\frac{16}{81(p+1)}\right)<\omega_{p}^{*} .
$$

From Lemma 3, we know that $R_{1, p}(\omega)-R_{1, p+1}(\omega)$ is convex on $\left[\omega_{p}^{*}, \frac{\pi}{2}\right]$, and hence,

$$
\begin{equation*}
R_{1, p}(\omega)-R_{1, p+1}(\omega) \leq T_{p}(\omega), \quad \omega \in\left[\omega_{p}^{*}, \frac{\pi}{2}\right] . \tag{A24}
\end{equation*}
$$

These functions are illustrated in Figure A1. By combining (A23) and (A24), we get (A22).

We are now ready to prove Theorem 2.

Proof of Theorem 2. Assume $\theta \in[0, \pi]$. From lemma A. 2 in the work of Donatelli et al., ${ }^{16}$ we know that $g_{p}^{\prime}(\theta) \leq 0 .{ }^{\text {It }}$ Moreover, by (16)-(17), we have $g_{p}(\theta), f_{p}(\theta) \geq 0$ and $f_{p}(\theta)=(2-2 \cos (\theta)) g_{p-1}(\theta)$. Finally, from the lower bound

[^2]in (A3), we deduce that $f_{p}(\theta) \geq \theta^{2} g_{p}(\theta)$. Therefore,
\[

$$
\begin{aligned}
e_{p}^{\prime}(\theta) & =\frac{f_{p}^{\prime}(\theta) g_{p}(\theta)-f_{p}(\theta) g_{p}^{\prime}(\theta)}{\left(g_{p}(\theta)\right)^{2}} \geq \frac{f_{p}^{\prime}(\theta)-\theta^{2} g_{p}^{\prime}(\theta)}{g_{p}(\theta)} \\
& =\frac{2 \sin (\theta) g_{p-1}(\theta)+(2-2 \cos (\theta)) g_{p-1}^{\prime}(\theta)-\theta^{2} g_{p}^{\prime}(\theta)}{g_{p}(\theta)}
\end{aligned}
$$
\]

This means that, in order to prove the monotonicity of $e_{p}$, it suffices to show that

$$
\begin{equation*}
G_{p}(\theta)=2 \sin (\theta) g_{p-1}(\theta)+(2-2 \cos (\theta)) g_{p-1}^{\prime}(\theta)-\theta^{2} g_{p}^{\prime}(\theta) \geq 0, \quad \theta \in[0, \pi] . \tag{A25}
\end{equation*}
$$

From (14), it follows that $g_{p}^{\prime}(0)=g_{p}^{\prime}(\pi)=0$ for $p \geq 0$, so that $G_{p}(0)=G_{p}(\pi)=0$ for $p \geq 1$. It remains to prove the inequality in (A25) for $\theta \in(0, \pi)$.

Let $\omega=\frac{\theta}{2} \in\left(0, \frac{\pi}{2}\right)$. From the proof of lemma A. 2 in the work of Donatelli et al., ${ }^{16}$ we know that

$$
g_{p}(\theta)=\sum_{k \in \mathbb{Z}}\left(\frac{\sin (\omega)}{\omega+k \pi}\right)^{2 p+2},
$$

and

$$
g_{p}^{\prime}(\theta)=(p+1)(\sin (\omega))^{2 p+1} \cos (\omega) \sum_{k \in \mathbb{Z}}\left[\frac{1}{(\omega+k \pi)^{2 p+2}}-\frac{\tan (\omega)}{(\omega+k \pi)^{2 p+3}}\right] .
$$

Therefore, recalling that $2-2 \cos (\theta)=4(\sin (\omega))^{2}$ and $\sin (\theta)=2 \sin (\omega) \cos (\omega)$, with some manipulations we obtain

$$
\begin{align*}
G_{p}(\theta)=4(\sin (\omega))^{2 p+1}( & \cos (\omega)(p+1) \sum_{k \in \mathbb{Z}} \frac{1}{(\omega+k \pi)^{2 p}}\left[1-\left(\frac{\omega}{\omega+k \pi}\right)^{2}\right] \\
& \left.+\sin (\omega) \sum_{k \in \mathbb{Z}} \frac{1}{(\omega+k \pi)^{2 p+1}}\left[(p+1)\left(\frac{\omega}{\omega+k \pi}\right)^{2}-p\right]\right) . \tag{A26}
\end{align*}
$$

Considering the positivity of the first sum in (A26), it suffices to show that

$$
\begin{aligned}
\frac{4(\sin (\omega))^{2 p+2}}{\omega^{2 p+1}}(1 & +\sum_{k \geq 1}\left(\frac{\omega}{k \pi+\omega}\right)^{2 p+1}\left[(p+1)\left(\frac{\omega}{k \pi+\omega}\right)^{2}-p\right] \\
& \left.-\sum_{k \geq 1}\left(\frac{\omega}{k \pi-\omega}\right)^{2 p+1}\left[(p+1)\left(\frac{\omega}{k \pi-\omega}\right)^{2}-p\right]\right) \geq 0 .
\end{aligned}
$$

This inequality follows from (A18).

## APPENDIX B

## Proof of the eigenvalue expansion for $\alpha=0$

This Appendix is devoted to the proof of the following theorem, that is, the expansion (18) for $\alpha=0$ and $j=$ $1, \ldots, N(n, p)-(4 p-2)$.

Theorem 7. For every $p \geq 3$, every $n$, and every $j=1, \ldots, N(n, p)-(4 p-2)=n-3 p$, we have

$$
\begin{equation*}
\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)=e_{p}\left(\theta_{j, n}\right)+E_{j, n, 0}^{[p]}, \tag{B1}
\end{equation*}
$$

where

- the eigenvalues of $n^{-2} L_{n}^{[p]}$ are arranged in ascending order, $\lambda_{1}\left(n^{-2} L_{n}^{[p]}\right) \leq \cdots \leq \lambda_{n+p-2}\left(n^{-2} L_{n}^{[p]}\right)$;
- $e_{p}$ is the function defined in (15);
- $h=\frac{1}{n}$ and $\theta_{j, n}=\frac{j \pi}{n}=j \pi h$ for $j=1, \ldots, n$; and
- $\left|E_{j, n, 0}^{[p]}\right| \leq C^{[p]}$ h for some constant $C^{[p]}$ depending only on $p$.

Proof. Throughout this proof, we will use the simplified notations $N=N(p, n)$ and $\rho=4 p-2$. Moreover, we will write $V \coprod_{\text {sp. }} \mathbb{C}^{N}$ to indicate that $V$ is a vector subspace of $\mathbb{C}^{N}$. If $A$ is an $N \times N$ matrix and $V \subseteq_{\text {sp. }} \mathbb{C}^{N}$, the symbol $A(V)$
will denote the subspace of $\mathbb{C}^{N}$ defined as $\{A \mathbf{x}: \mathbf{x} \in V\}$. Note that $A(V)$ has the same dimension as $V$ whenever $A$ is invertible.

We know from section 3 in the work of Serra-Capizzano ${ }^{36}$ that

$$
\begin{align*}
& T_{N}\left(f_{p}\right)=\tau_{N}\left(f_{p}\right)+H_{N}\left(f_{p}\right),  \tag{B2}\\
& T_{N}\left(g_{p}\right)=\tau_{N}\left(g_{p}\right)+H_{N}\left(g_{p}\right), \tag{B3}
\end{align*}
$$

where, for any cosine trigonometric polynomial $\psi(\theta)=\psi_{0}+2 \sum_{k=1}^{p} \psi_{k} \cos (k \theta)$,

- $\tau_{N}(\psi)$ is the tau matrix of order $N$ generated by $\psi$, that is, the matrix in $\tau_{N}(0,0)$ defined as

$$
\tau_{N}(\psi)=Q_{N}(0,0)\left(\underset{j=1, \ldots, N}{\operatorname{diag}} \psi\left(\frac{j \pi}{N+1}\right)\right) Q_{N}(0,0)
$$

- $H_{N}(\psi)$ is the Hankel matrix defined as

$$
H_{N}(\psi)=\left[\begin{array}{ccccccc}
\psi_{2} & \psi_{3} & \cdots & \psi_{p} & & &  \tag{B4}\\
\psi_{3} & & \therefore & & & & \\
\vdots & \therefore & & & & & \\
\psi_{p} & & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \psi_{p} \\
& & & & \psi_{p} & \cdots & \\
& & & & \psi_{3} & \psi_{2}
\end{array}\right] .
$$

Considering that $\left(H_{N}\left(f_{p}\right)\right)_{i j}=\left(H_{N}\left(g_{p}\right)\right)_{i j}=0$ for $2 p \leq i \leq N-2 p+1=n-p-1$, in view of (19)-(22), we have

$$
\begin{gather*}
n^{-1} K_{n}^{[p]}=\tau_{N}\left(f_{p}\right)+\hat{R}_{N}^{[p]},  \tag{B5}\\
n M_{n}^{[p]}=\tau_{N}\left(g_{p}\right)+\hat{S}_{N}^{[p]}, \tag{B6}
\end{gather*}
$$

where the rank corrections $\hat{R}_{N}^{[p]}=H_{N}\left(f_{p}\right)+R_{N}^{[p]}$ and $\hat{S}_{N}^{[p]}=H_{N}\left(g_{p}\right)+S_{N}^{[p]}$ satisfy

$$
\begin{array}{lll}
\left(\hat{R}_{n}^{[p]}\right)_{i j}=0, \quad 2 p \leq i \leq n-p-1 & \Longrightarrow \quad \operatorname{rank}\left(\hat{R}_{N}^{[p]}\right) \leq \rho, \\
\left(\hat{S}_{n}^{[p]}\right)_{i j}=0, \quad 2 p \leq i \leq n-p-1 \quad & \Longrightarrow \quad \operatorname{rank}\left(\hat{S}_{N}^{[p]}\right) \leq \rho . \tag{B8}
\end{array}
$$

Because $M_{n}^{[p]}$ is symmetric positive definite and $L_{n}^{[p]}=\left(M_{n}^{[p]}\right)^{-1} K_{n}^{[p]}$ is similar to $\left(M_{n}^{[p]}\right)^{-1 / 2} K_{n}^{[p]}\left(M_{n}^{[p]}\right)^{-1 / 2}$, by the minimax principle for the eigenvalues of Hermitian matrices ${ }^{37}$ we have, for every $j=1, \ldots, N$,

$$
\begin{align*}
& \lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)= \lambda_{j}\left(n^{-2}\left(M_{n}^{[p]}\right)^{-1 / 2} K_{n}^{[p]}\left(M_{n}^{[p]}\right)^{-1 / 2}\right) \\
&= \max _{V c_{s p} \mathbb{C}^{N}} \min _{\substack{\mathbf{x} \in V \\
\mathbf{d i m} \neq \mathbf{V}}} \frac{n^{-2} \mathbf{x}^{*}\left(M_{n}^{[p]}\right)^{-1 / 2} K_{n}^{[p]}\left(M_{n}^{[p]}\right)^{-1 / 2} \mathbf{x}}{\mathbf{x}^{*} \mathbf{x}} \\
&= \max _{V \subseteq_{\text {sp }} \mathbb{C}^{N}} \min _{\mathbf{y} \in\left(M_{n}^{[p]}\right)^{-1 / 2}(V)} \frac{n^{-2} \mathbf{y}^{*} K_{n}^{[p]} \mathbf{y}}{\mathbf{y}^{*} M_{n}^{[p]} \mathbf{y}} \\
& \operatorname{dim} V=N-j+1  \tag{B9}\\
& \mathbf{y} \neq \mathbf{0} \\
&= \max _{U \subseteq_{s p} \mathbb{C}^{N}} \min _{\substack{\mathbf{y} \in U\\
}} \frac{\mathbf{y}^{*}\left(n^{-1} K_{n}^{[p]}\right) \mathbf{y}}{\mathbf{y}^{*}\left(n M_{n}^{[p]}\right) \mathbf{y}} .
\end{align*}
$$

Let $F$ be the subspace of $\mathbb{C}^{N}$ generated by the union of the nonzero columns of $\hat{R}_{n}^{[p]}$ and $\hat{S}_{n}^{[p]}$. By (B7)-(B8), we have $\operatorname{dim} F \leq \rho$ and, consequently, $\operatorname{dim} F^{\perp} \geq N-\rho$. Moreover, if $U$ is any subspace of $\mathbb{C}^{N}$ such that $\operatorname{dim} U=u$, we have
$\operatorname{dim}\left(U \cap F^{\perp}\right)=\operatorname{dim} U+\operatorname{dim} F^{\perp}-\operatorname{dim}\left(U+F^{\perp}\right) \geq u+(N-\rho)-N=u-\rho$. Thus, for $j=1, \ldots, N-\rho$, from (B5)-(B6) and (B9), we obtain

$$
\begin{aligned}
& \lambda_{j}\left(n^{-2} L_{n}^{[p]}\right) \leq \max _{\substack{U \leq_{g} \mathbb{C}^{N} \\
\operatorname{dim} U=N-j+1}} \min _{\substack{ \\
\mathbf{\in} U F^{\perp} \\
\mathbf{y} \neq 0}} \frac{\mathbf{y}^{*}\left(\tau_{N}\left(f_{p}\right)+\hat{R}_{n}^{[p]}\right) \mathbf{y}}{\mathbf{y}^{*}\left(\tau_{N}\left(g_{p}\right)+\hat{S}_{n}^{[p]}\right) \mathbf{y}}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \max _{\substack{W \leq_{\text {sN }} \mathbb{C}^{N} \\
\operatorname{dim} W \geq N-(j+\rho)+1}} \min _{\substack{\mathbf{y} \in W \\
\mathbf{y} \neq \mathbf{0}}} \frac{\mathbf{y}^{*} \tau_{N}\left(f_{p}\right) \mathbf{y}}{\mathbf{y}^{*} \tau_{N}\left(g_{p}\right) \mathbf{y}} \\
& =\max _{\substack{W \leq_{s p} \mathbb{C}^{N} \\
\operatorname{dim} W \geq N-(j+\rho)+1}} \min _{\substack{\mathbf{x} \in\left(\tau_{N}\left(g_{p}\right)\right)^{1 / 2}(W) \\
\text { x } \neq 0}} \frac{\mathbf{x}^{*}\left(\tau_{N}\left(g_{p}\right)\right)^{-1 / 2} \tau_{N}\left(f_{p}\right)\left(\tau_{N}\left(g_{p}\right)\right)^{-1 / 2} \mathbf{x}}{\mathbf{x}^{*} \mathbf{x}} \\
& =\max _{\substack{V \subseteq_{s, ~} \mathbb{C}^{N} \\
\operatorname{dim} V \geq-(j+\rho)+1}}^{\operatorname{dim} W \geq N-(j+\rho)+1} \underset{\substack{\mathbf{x} \in V \\
\mathbf{x} \neq 0}}{ } \frac{\substack{\mathbf{x} \neq 0 \\
\mathbf{x}^{*} \tau_{N}\left(e_{p}\right) \mathbf{x}}}{\mathbf{x}^{*} \mathbf{x}}
\end{aligned}
$$

$$
\begin{align*}
& =\lambda_{j+\rho}\left(\tau_{N}\left(e_{p}\right)\right)=e_{p}\left(\frac{(j+\rho) \pi}{N+1}\right), \tag{B10}
\end{align*}
$$

where the last equality is due to the monotonicity of $e_{p}$ (Theorem 2). Similarly, using again the minimax principle for Hermitian matrices, for $j=\rho+1, \ldots, N$, we obtain

$$
\begin{align*}
& \lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)=\lambda_{j}\left(n^{-2}\left(M_{n}^{[p]}\right)^{-1 / 2} K_{n}^{[p]}\left(M_{n}^{[p]}\right)^{-1 / 2}\right) \\
& =\min _{\substack{V \leq_{s p}, \mathbb{C}^{N} \\
\operatorname{dim} V=j}} \max _{\substack{\mathbf{x} \in V \\
\mathbf{x} \neq 0}} \frac{n^{-2} \mathbf{x}^{*}\left(M_{n}^{[p]}\right)^{-1 / 2} K_{n}^{[p]}\left(M_{n}^{[p]}\right)^{-1 / 2} \mathbf{x}}{\mathbf{x}^{*} \mathbf{X}} \\
& =\min _{\substack{V \leq_{s p} \mathbb{C}^{N} \\
\operatorname{dim} V=j}} \max _{\substack{\left(M_{n}^{(p]}\right)^{-1 / 2} \\
\mathbf{y} \neq \mathbf{0}}} \frac{n^{-2} \mathbf{y}^{*} K_{n}^{[p]} \mathbf{y}}{\mathbf{y}^{*} M_{n}^{[p]} \mathbf{y}} \\
& =\min _{\substack{U \leq_{s p} \mathbb{C}^{\mathbb{N}} \\
\operatorname{dim} U=j}} \max _{\substack{\mathbf{y} \in U \\
\mathbf{y} \neq 0}} \frac{\mathbf{y}^{*}\left(n^{-1} K_{n}^{[p]}\right) \mathbf{y}}{\mathbf{y}^{*}\left(n M_{n}^{[p]}\right) \mathbf{y}} \\
& \geq \min _{\substack{U \leq_{s} \\
\operatorname{dim} U=j}} \max _{\substack{\mathrm{C} \in U \cap F^{\perp} \\
\mathbf{y} \neq 0}} \frac{\mathbf{y}^{*}\left(\tau_{N}\left(f_{p}\right)+\hat{R}_{n}^{[p]}\right) \mathbf{y}}{\mathbf{y}^{*}\left(\tau_{N}\left(g_{p}\right)+\hat{S}_{n}^{[p]}\right) \mathbf{y}} \\
& =\min _{U \leq_{s p} \mathbb{C}^{\mathrm{N}}} \max _{\mathbf{y} \in U \cap F^{\perp}} \frac{\mathbf{y}^{*} \tau_{N}\left(f_{p}\right) \mathbf{y}}{\mathbf{y} \tau^{*} \tau_{N}\left(g_{p}\right) \mathbf{y}} \\
& \geq \min _{\substack{W \subseteq_{s p} \mathbb{C}^{N} \\
\operatorname{dim} W \geq j-\rho}} \max _{\substack{\mathbf{y}=W \\
\mathbf{y} \neq 0}} \frac{\mathbf{y}^{*} \tau_{N}\left(f_{p}\right) \mathbf{y}}{\mathbf{y}^{*} \tau_{N}\left(g_{p}\right) \mathbf{y}} \\
& =\min _{\substack{W \leq_{s p} \mathbb{C}^{N} \\
\operatorname{dim} W \geq j-\rho}} \max _{\substack{x \in\left(\tau_{N}\left(g_{p}\right)\right)^{1 / 2}(W) \\
\mathbf{x} \neq 0}} \frac{\mathbf{x}^{*}\left(\tau_{N}\left(g_{p}\right)\right)^{-1 / 2} \tau_{N}\left(f_{p}\right)\left(\tau_{N}\left(g_{p}\right)\right)^{-1 / 2} \mathbf{x}}{\mathbf{x}^{*} \mathbf{x}} \\
& =\min _{\substack{V \subseteq_{s p} \mathbb{C}^{N} \\
\operatorname{dim} V \geq j-\rho}}^{\operatorname{dim} W \geq j-\rho} \max _{\substack{\mathbf{x} \in V \\
\mathbf{x} \neq 0}} \frac{\substack{\mathbf{x} \neq 0 \\
\mathbf{x}^{*} \tau_{N}\left(e_{p}\right) \mathbf{x}}}{\mathbf{x}^{*} \mathbf{x}} \\
& =\min _{\substack{V \leq_{s . j} \mathbb{C}^{\mathbb{N}} \\
\operatorname{dim} V=j-\rho}} \max _{\substack{\mathbf{x} \mid V \\
\mathbf{x}=0}} \frac{\mathbf{x}^{*} \tau_{N}\left(e_{p}\right) \mathbf{x}}{\mathbf{x}^{*} \mathbf{x}} \\
& =\lambda_{j-\rho}\left(\tau_{N}\left(e_{p}\right)\right)=e_{p}\left(\frac{(j-\rho) \pi}{N+1}\right) . \tag{B11}
\end{align*}
$$

Putting together (B10) and (B11), we get

$$
\begin{equation*}
e_{p}\left(\frac{(j-\rho) \pi}{N+1}\right) \leq \lambda_{j}\left(n^{-2} L_{n}^{[p]}\right) \leq e_{p}\left(\frac{(j+\rho) \pi}{N+1}\right), \quad j=\rho+1, \ldots, N-\rho \tag{B12}
\end{equation*}
$$

From (B12), we immediately obtain

$$
\begin{align*}
\left|\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{j \pi}{N+1}\right)\right| & \leq \max \left(\left|e_{p}\left(\frac{(j-\rho) \pi}{N+1}\right)-e_{p}\left(\frac{j \pi}{N+1}\right)\right|,\left|e_{p}\left(\frac{(j+\rho) \pi}{N+1}\right)-e_{p}\left(\frac{j \pi}{N+1}\right)\right|\right) \\
& \leq\left\|e_{p}^{\prime}\right\|_{\infty} \frac{\rho \pi}{N+1} \leq\left\|e_{p}^{\prime}\right\|_{\infty} \rho \pi h, \quad j=\rho+1, \ldots, N-\rho \tag{B13}
\end{align*}
$$

Moreover, since the eigenvalues of $n^{-2} L_{n}^{[p]}$ are positive (because of the similarity between $L_{n}^{[p]}$ and the symmetric positive definite matrix $\left.\left(M_{n}^{[p]}\right)^{-1 / 2} K_{n}^{[p]}\left(M_{n}^{[p]}\right)^{-1 / 2}\right)$ and $e_{p}(0)=0=\min _{\theta \in[0, \pi]} e_{p}(\theta)$ (by (16)-(17)), for $j=1, \ldots, \rho$, we have
$\left|\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{j \pi}{N+1}\right)\right|= \begin{cases}\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{j \pi}{N+1}\right), & \text { if } \lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{j \pi}{N+1}\right) \geq 0, \\ e_{p}\left(\frac{j \pi}{N+1}\right)-\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right), & \text { otherwise, }\end{cases}$

$$
\leq \begin{cases}\lambda_{\rho+1}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{j \pi}{N+1}\right), & \text { if } \lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{j \pi}{N+1}\right) \geq 0, \\ e_{p}\left(\frac{j \pi}{N+1}\right), & \text { otherwise },\end{cases}
$$

$$
\leq \begin{cases}\left|\lambda_{\rho+1}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{(\rho+1) \pi}{N+1}\right)\right|+e_{p}\left(\frac{(\rho+1) \pi}{N+1}\right)-e_{p}\left(\frac{j \pi}{N+1}\right), & \text { if } \lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{j \pi}{N+1}\right) \geq 0 \\ e_{p}\left(\frac{\rho \pi}{N+1}\right)-e_{p}(0), & \text { otherwise }\end{cases}
$$

$$
\leq \begin{cases}\left\|e_{p}^{\prime}\right\|_{\infty} \rho \pi h+\left\|e_{p}^{\prime}\right\|_{\infty} \rho \pi h, & \text { if } \lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{j \pi}{N+1}\right) \geq 0 \\ \left\|e_{p}^{\prime}\right\|_{\infty} \rho \pi h, & \text { otherwise }\end{cases}
$$

$$
\begin{equation*}
\leq 2\left\|e_{p}^{\prime}\right\|_{\infty} \rho \pi h \tag{B14}
\end{equation*}
$$

Combining (B13) and (B14), we obtain

$$
\begin{equation*}
\left|\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\frac{j \pi}{N+1}\right)\right| \leq 2\left\|e_{p}^{\prime}\right\|_{\infty} \rho \pi h, \quad j=1, \ldots, N-\rho \tag{B15}
\end{equation*}
$$

To conclude the proof, we note that the step sizes $h=\frac{1}{n}$ and $H=\frac{1}{N+1}$ are such that

$$
\begin{equation*}
0<h-H=\frac{N+1-n}{n(N+1)}=\frac{p-1}{n(n+p-1)}<\frac{p}{n^{2}} \tag{B16}
\end{equation*}
$$

and consequently, the grid points $\theta_{j, n}=j \pi h$ and $\Theta_{j, n}=j \pi H$ satisfy

$$
\begin{equation*}
0<\theta_{j, n}-\Theta_{j, n}<\frac{p \pi}{n}, \quad j=1, \ldots, n . \tag{B17}
\end{equation*}
$$

Thus, the inequality (B15) yields the thesis (B1) with

$$
\begin{aligned}
\left|E_{j, n, 0}^{[p]}\right| & =\left|\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\theta_{j, n}\right)\right| \leq\left|\lambda_{j}\left(n^{-2} L_{n}^{[p]}\right)-e_{p}\left(\Theta_{j, n}\right)\right|+\left|e_{p}\left(\Theta_{j, n}\right)-e_{p}\left(\theta_{j, n}\right)\right| \\
& \leq 2\left\|e_{p}^{\prime}\right\|_{\infty} \rho \pi h+\left\|e_{p}^{\prime}\right\|_{\infty} p \pi h=C^{[p]} h, \quad j=1, \ldots, N-\rho,
\end{aligned}
$$

where $C^{[p]}=(2 \rho+p) \pi\left\|e_{p}^{\prime}\right\|_{\infty}$.


[^0]:    *Note that in the work of Garoni et al., ${ }^{9}$ the function $g_{p}(\theta)$ is denoted by $h_{p}(\theta)$.

[^1]:    ${ }^{\ddagger}$ These minima, as well as the highly oscillatory behavior of the error around $\theta=0$, are probably due to the fact that $e_{3}(\theta)$ provides a numerically exact description of the spectrum of $n^{-2} L_{n}^{[3]}$ around $\theta=0$; see also Example 1.

[^2]:    ${ }^{\text {§ }}$ The equality holds due to the uniform convergence of the series.
    ${ }^{\text {I }}$ Note that in the work of Donatelli et al., ${ }^{16}$ the function $g_{p}(\theta)$ is denoted by $h_{p}(\theta)$.

